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A B S T R A C T
For finite element approximations of transport phenomena, it is often necessary to apply a form
of limiting to ensure that the discrete solution remains well-behaved and satisfies physical con-
straints. However, these limiting procedures are typically performed at discrete nodal locations,
which is not sufficient to ensure the robustness of the scheme when the solution must be evalu-
ated at arbitrary locations (e.g., for adaptive mesh refinement, remapping in arbitrary Lagragian–
Eulerian solvers, overset meshes, etc.). In this work, a novel limiting approach for discontinuous
Galerkin methods is presented which ensures that the solution is continuously bounds-preserving
(i.e., across the entire solution polynomial) for any arbitrary choice of basis, approximation or-
der, and mesh element type. Through a modified formulation for the constraint functionals, the
proposed approach requires only the solution of a single spatial scalar minimization problem per
element for which a highly efficient numerical optimization procedure is presented. The effi-
cacy of this approach is shown in numerical experiments by enforcing continuous constraints in
high-order unstructured discontinuous Galerkin discretizations of hyperbolic conservation laws,
ranging from scalar transport with maximum principle preserving constraints to compressible
gas dynamics with positivity-preserving constraints.

1. Introduction
The efficient and accurate computation of complex transport phenomena remains a driving force in the development

of high-fidelity numerical discretization techniques. Within this broad application area, the use of high-order schemes
has grown in prevalence, primarily due to their ability to obtain higher accuracy per degree of freedom which is ad-
vantageous in the context of scale-resolving simulations. Various high-order numerical methods have been routinely
applied to simulating transport phenomena, with these schemes typically falling within the overarching classes of finite
difference, finite volume, and finite element methods. Of these approaches, finite element methods offer notable ben-
efits as they can achieve arbitrarily high-order accuracy and are straightforward to generalize to unstructured meshes.
One particular formulation of finite element methods, discontinuous Galerkin (DG) [1] schemes and variants thereof
(e.g., flux reconstruction [2]), offers further advantages as they are typically better suited for approximating transport
phenomena and possess a compact data structure that is beneficial for modern massively-parallel high performance
computing architectures. As such, these characteristics have resulted in the successful application of DG schemes to a
wide variety of problems ranging from fluid dynamics and astrophysics to solid mechanics and bioengineering [3–6].

However, the accuracy and robustness of DG schemes (and finite element methods in general) can become severely
degraded when the physical systems in question must abide by strict physical constraints, which is frequently the case
in transport-dominated applications (e.g., positivity of density and internal energy in gas dynamics, subluminal veloc-
ity in relativistic magnetohydrodynamics, bounded mass fractions in multi-species flows, etc.). Standard numerical
implementations generally do not guarantee that these constraints are satisfied by the discrete solution, which may
result in inaccurate and physically inconsistent predictions or, more typically, the failure of the scheme altogether.
This problem is further exacerbated in more complex applications such as multi-physics modeling, where the strong
coupling between various physical models can be particularly sensitive to ill-behaved numerical solutions.

A typical remedy for this problem is to enforce these constraints via some form of a posteriori limiting on the dis-
crete solution to ensure that the solution remains bounds-preserving (i.e., constraint-satisfying). These methods gener-
ally rely on utilizing a secondary less accurate (but more robust) numerical approximation of the governing equations
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which is guaranteed to be bounds-preserving. The solutions as predicted by the high-order baseline scheme and the
low-order secondary scheme are then combined to yield a bounds-preserving approximation that ostensibly retains the
accuracy of the high-order scheme. Within the overarching framework of limiting methods, the quintessential example
is the flux-corrected transport method of Boris and Book [7] from which a variety of approaches are derived [8–16].
Alternate limiting formulations which do not rely on a secondary low-order scheme have also been developed by using
bounds-preserving estimates derived from the high-order solution [17–22] or through slope-limiting/stencil modifica-
tion of the underlying solution [23–25].

However, a critical drawback of these limiting approaches is that they are typically performed discretely, whereas
the solution for the DG approximation is represented (piecewise) continuously. The consequence is that the schemes
are only provably bounds-preserving at the discrete spatial locations where the limiting was performed. For many
applications, this is not sufficient – it is sometimes necessary to have to evaluate the solution at arbitrary locations. For
example, adaptive mesh refinement frequently requires evaluating the solution at a new set of quadrature points which
do not coincidence with the quadrature points used for the element. This is similarly the case for coupled multi-physics
solvers that rely on independent meshes, where the solution must be frequently transferred between these meshes. In
some cases, the location that the solution must be evaluated at may not even be known a priori, such as in the remap
stage of an arbitrary Lagrangian–Eulerian solver or with dynamic overset meshes. In other cases, the solution may not
even be queried in real time, such as when coupling of physical models is done as a post-processing step after the end
of the simulation, making it impossible to perform a posteriori limiting based on the location where the solution will
be evaluated. For such applications, the limited solution may still violate the constraints as it is not bounds-preserving
at these arbitrary points, causing the failure of the scheme and/or the breakdown of physical models.

This issue is typically counteracted by changing the basis of the underlying finite element method such that the
solution remains continuously bounded (i.e., across the entire solution polynomial). One such continuously bounds-
preserving approach can be obtained by ensuring that the solution approximation is at most linear, but this effectively
limits the scheme to second-order accuracy. Alternatively, one may use bounded shape functions such Bernstein
polynomials with appropriate limiting to guarantee that the solution is continuously bounds-preserving even for high-
order approximations [9, 26]. However, the use of bounded Bernstein polynomials for the solution basis gives rise to
some notable drawbacks, such as numerical difficulties due to the ill-conditioned basis transformation operation and
the lack of flexibility of the underlying approximation space which does not easily extend to more complex bases (e.g.,
divergence-free basis functions, rational basis functions, etc.). Additionally, limiting based on the convex hull property
of Bernstein polynomials can introduce excessive numerical dissipation as it generally only provides a sufficient degree
of limiting, not the necessary degree of limiting, even for linear constraints and for solutions which already continuously
satisfy constraints. As such, there is potential to significantly decrease the computational cost and increase the accuracy
and applicability of DG schemes if the underlying discretization can be modified such as to continuously enforce
constraints for general DG discretizations.

In this work, a novel a posteriori limiting procedure for DG schemes is presented which ensures that the solution
is continuously bounds-preserving for any arbitrary choice of basis, approximation order, and mesh element type.
The proposed method extends the limiting approach of Zhang and Shu [17] to continuously enforce general algebraic
constraints on the high-order solution. We show that limiting based off of the continuous extrema of the constraint
functionals is not sufficient to enforce constraints continuously and propose a modified formulation for constraints
which can guarantee a continuously bounds-preserving solution with only a single spatial minimization problem per
element. Furthermore, a highly efficient numerical optimization procedure for solving this minimization problem is
presented. The proposed approach is applied to a high-order unstructured DG scheme for hyperbolic conservation laws
ranging from scalar transport to compressible gas dynamics.

The remainder of this manuscript is organized as follows. In Section 2, some preliminaries on hyperbolic con-
servation laws, convex invariants and constraints, and discontinuous Galerkin schemes are presented. The proposed
numerical approach is then introduced in Section 3, followed by numerical implementation details in Section 4 and the
results of the numerical experiments in Section 5. Conclusions are then drawn in Section 6.
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2. Preliminaries
2.1. Hyperbolic conservation laws and convex constraints

This work pertains to hyperbolic conservation laws of the form
{

𝜕𝑡𝐮(𝐱, 𝑡) + 𝛁 ⋅ 𝐅(𝐮) = 0, for (𝐱, 𝑡) ∈ Ω ×ℝ+,
𝐮(𝐱, 0) = 𝐮0(𝐱), for 𝐱 ∈ Ω,

(1)

where Ω ⊂ ℝ𝑑 is a 𝑑-dimensional spatial domain, 𝐮 ∈ ℝ𝑚 is a vector-valued solution of𝑚 variables, and 𝐅(𝐮) ∈ ℝ𝑚×𝑑

is the associated flux. We assume that there exists a contiguous set of admissible solutions to Eq. (1), denoted by ,
which possess certain properties that are desirable for numerical approximations of these problems. Without giving a
precise definition to what an admissible solution may be, which in many cases remains an open problem, we assume
that these admissible solutions must abide by some strict constraints, formalized by the positivity of some set of 𝑁𝑐linear or nonlinear constraint functionals of 𝐮 as

𝑔𝑖(𝐮) ≥ 0 ∀ 𝑖 ∈ {1,… , 𝑁𝑐}. (2)
Furthermore, we assume that this set  is convex, such that the constraint functionals are quasiconcave (i.e.,  is the
upper contour set of quasiconcave functionals). The convexity of the admissible set of solutions is closely related to
the invariant region of many hyperbolic conservation laws (e.g., the set of solutions corresponding to the positivity of
density and internal energy in gas dynamics is convex), the details of which have been explored by Lax [27], Hoff [28],
and Frid [29]. The goal of this work is to ensure that the numerical approximation of these systems satisfies the given
constraints stemming from convex invariants of the system. For brevity, only weak inequalities are considered, but
this work readily extends to strict inequalities as they are effectively identical from the perspective of finite precision
arithmetic.
2.2. Discontinuous Galerkin methods

The numerical method of choice for approximating Eq. (1) is the discontinuous Galerkin method [1]. In this
approach, the domain Ω is partitioned into 𝑁 elements Ω𝑘 such that Ω =

⋃

𝑁 Ω𝑘 and Ω𝑖 ∩ Ω𝑗 = ∅ for 𝑖 ≠ 𝑗. With a
slight abuse of notation, the discrete solution 𝐮(𝐱) within each element Ω𝑘 is approximated via a summation of a set
of 𝑛𝑠 basis functions as

𝐮(𝐱) =
𝑛𝑠
∑

𝑖=1
𝐮𝑖𝜙𝑖(𝐱) ⊂ 𝑉ℎ, (3)

where 𝜙𝑖(𝐱) are the basis functions, 𝐮𝑖 are their associated coefficients, and 𝑉ℎ is the piece-wise polynomial space
spanned by the basis functions. For polynomial approximations, which are the focus of this work, we denote ℙ𝑝 as the
order of the approximation, where 𝑝 is the maximal order of 𝐮(𝐱).

The DG formulation involves integrating Eq. (1) with respect to a test function 𝐰(𝐱) ⊂ 𝑉ℎ, which resides in the
same finite element space as 𝐮(𝐱), yielding

𝑁
∑

𝑘=1

{

∫Ω𝑘 𝜕𝑡𝐮⋅𝐰 d𝑉 + ∫𝜕Ω𝑘 �̂�(𝐮
−,𝐮+,𝐧)⋅𝐰 d𝑆 − ∫Ω𝑘 𝐅(𝐮)⋅∇𝐰 d𝑉

}

= 0. (4)

Along the element interfaces 𝜕Ω, the flux function is replaced by a numerical interface flux �̂�(𝐮−,𝐮+,𝐧). This interface
flux is dependent on the solution within the element of interest (denoted by the 𝐮−), its face-adjacent neighbor (denoted
by 𝐮+), and the outward facing normal vector 𝐧. Due to the discontinuous nature of the solution across the element
interfaces, the flux is generally computed using exact [30] or approximate Riemann solvers such as the approach of
Rusanov [31].

The DG scheme possesses a highly useful property in that the evolution of the element-wise mean solution 𝐮,
defined as

𝐮 =
∫Ω𝑘 𝐮(𝐱) d𝐱∫Ω𝑘 d𝐱

, (5)
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is dependent on only the interface flux, i.e.,

𝜕𝑡𝐮 = −∫𝜕Ω𝑘 �̂�(𝐮
−,𝐮+,𝐧) d𝑆. (6)

This yields a critical property in which the temporal update of the element-wise mean is equivalent to a convex combi-
nation of temporal updates of first-order Godunov schemes [32], which, under some relatively minor assumptions on
the numerical scheme (e.g., CFL condition, appropriate Riemann solver, strong stability preserving time integration,
appropriate quadrature, etc.), ensures that the element-wise mean preserves convex invariants of the system [17]. We
remark here that while the focus of this work is on explicit DG schemes for hyperbolic conservation laws without source
terms, the proposed method may be directly extended to any system for which the DG scheme preserves invariants of
on the element-wise mean, which allows for its application to implicit schemes [33], mixed hyperbolic-parabolic sys-
tems [34], and hyperbolic systems with source terms [35]. This property of the element-wise mean plays a key role in
many numerical stabilization methods for high-order DG schemes [17, 19–21, 33, 34, 36, 37], and the reader is referred
to the aforementioned series of works stemming from Zhang and Shu [17] for a more in-depth overview on the suffi-
cient conditions for this property. Furthermore, the proposed approach can be combined with any other approach which
ensures that the element-wise mean satisfies a given set of physical constraints, including additional limiting/stabiliza-
tion methods which satisfy the constraints on a set of discrete quadrature points or solution post-processing operations
such as coarsening for adaptive mesh refinement.

3. Methodology
In this section, the proposed limiting formulation for enforcing continuous constraints in DG schemes is first in-

troduced. Afterwards, the numerical optimization procedure for performing the limiting and an overview of various
possible constraint functionals are then presented.
3.1. Numerical formulation

The underlying limiting method of the proposed approach is the a posteriori “squeeze” limiter of Zhang and
Shu [17] which was introduced for the purposes of discretely enforcing convex constraints in discontinuous Galerkin
schemes. In this approach, the limiter acts to uniformly contract the high-order solution 𝐮(𝐱) towards the element-wise
mean 𝐮, given as

�̂�(𝐱) = (1 − 𝛼)𝐮(𝐱) + 𝛼𝐮 = 𝐮(𝐱) + 𝛼
(

𝐮 − 𝐮(𝐱)
)

, (7)
where �̂�(𝐱) is the limited solution and 𝛼 ∈ [0, 1] is a free parameter dictating the degree of limiting. In the discrete form,
the limiting procedure ensures that the limited solution is bounds-preserving at some set of discrete nodal locations
𝐱𝑖 ∀ 𝑖 ∈ 𝑆, i.e.,

𝑔(�̂�(𝐱𝑖)) ≥ 0 ∀ 𝑖 ∈ 𝑆, (8)
where𝑆 may be the set of quadrature nodes and/or solution nodes for the scheme. The limiter relies on the ability of DG
schemes to preserve convex invariants on the element-wise mean as discussed in Section 2 (i.e., 𝑔(𝐮) ≥ 0), such that
there always exists a value of 𝛼 for which the constraints are satisfied by the limited solution. This limiting approach
encompasses a variety of numerical stabilization methods, including slope-limited, maximum principle/positivity-
preserving, and entropy-bounded schemes [17, 19–21, 23]. Furthermore, it is highly advantageous for DG schemes as
it is locally conservative, does not require a secondary low-order numerical scheme, is trivial to implement on general
unstructured meshes, and can retain the high-order accuracy of the underlying DG scheme.

The goal of the proposed approach is to efficiently find some value of 𝛼 such that the limited solution is continuously
bounds-preserving, i.e.,

𝑔(�̂�(𝐱)) ≥ 0 ∀ 𝐱. (9)
Without loss of generality, we consider only one constraint functional 𝑔(𝐮) for some arbitrary element Ω𝑘 in the mesh,
but the analysis readily extends to sets of functionals and all elements in the mesh. For brevity, the notation ∀ 𝐱 is used
to refer to all 𝐱 ∈ Ω𝑘. A schematic of the goal of the proposed limiting approach is presented in Fig. 1, showing the
high-order solution contracting towards the element-wise mean to where the limited solution resides completely within
the admissible set . In the ideal case, the limiting is performed such as to minimally modify the high-order solution
while continuously enforcing constraints, which effectively corresponds to finding the limiting factor for which the
limited solution is tangent to the zero contour of the constraint functional.
T. Dzanic: Preprint submitted to Elsevier Page 4 of 30
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𝐮

𝑢1

𝑢 2

𝑔(𝐮) = 0
𝐮(𝑥)
�̂�(𝑥)

Figure 1: Schematic of the limiting procedure for a vector-valued solution 𝐮(𝑥) = [𝑢1(𝑥), 𝑢2(𝑥)]𝑇 showcasing the minimal
limiting necessary for the limited solution �̂�(𝑥) to be continuously bounds-preserving.

Since the goal is to now enforce constraints continuously via the limiting approach, it is typically necessary to find
the continuous extrema of the solution (or some functional of the solution) to see to what extent the solution violates
the constraints. Outside of some trivial cases, this requires the use of optimization techniques to find the continuous
extrema in each element. However, this optimization problem must be carefully formulated to avoid incurring a sub-
stantial computational cost. A natural choice may be to find the minima of the constraint functional and apply limiting
based on that nodal location. If we denote 𝑔∗ as the spatial minimum of the constraint functional, computed as

𝑔∗ = min
𝐱
𝑔(𝐮(𝐱)), 𝐱∗ = argmin

𝐱
𝑔(𝐮(𝐱)), (10)

then it can easily be shown from the work of Zhang and Shu [17] that setting 𝛼 as

𝛼 = max
[

0, 𝑔∗

𝑔∗ − 𝑔(𝐮)

]

(11)

ensures that 𝑔(�̂�(𝐱∗)) ≥ 0 under the standard assumptions. However, we claim here that limiting based on the minimum
of the constraint functional does not ensure that the limited solution will be continuously bounds-preserving, i.e.,
𝑔(�̂�(𝐱∗)) ≥ 0 ⇏ 𝑔(�̂�(𝐱)) ≥ 0 ∀ 𝐱. In brief, the minimum of the constraint functional is not necessarily the point which
requires the most limiting since limiting per Eq. (11) is dependent on not only the minimum of the constraint functional
but also the value of the constraint functional of the element-wise mean. A simple example of this can be given for a
vector-valued solution 𝐮(𝑥) = [𝑢1(𝑥), 𝑢2(𝑥)]𝑇 on the domain Ω = [−1, 1], with the solution and constraint functional
taken as

𝑢1(𝑥) = exp(2𝑥) − 2.8, (12a)
𝑢2(𝑥) = cos(𝜋𝑥), (12b)
𝑔(𝐮) = 1 − 𝑢21 − 𝑢

2
2. (12c)

Fig. 2 shows that for this example system, limiting based on the extremum of the constraint functional does in fact
guarantee that the limited solution is bounds-preserving at that point, but it does not guarantee that the solution is
continuously bounds-preserving as �̂�(𝑥) ∉  ∀ 𝑥. In this scenario, the limiting procedure would have to be iterated until
the constraints are satisfied continuously which would incur a large computational cost as the optimization procedure
would have to be repeated for each iteration.

The primary novelty of this work is to introduce a modified formulation for the constraint functionals such that
the limiting approach can ensure a continuously bounds-preserving solution with only a single spatial minimization
problem per element. To this end, we define these modified constraint functionals as

ℎ(𝐮) =
{

ℎ+(𝐮), if 𝑔(𝐮) ≥ 0,
ℎ−(𝐮), else, (13)
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Figure 2: Schematic for an example system and constraints showing that limiting based on the extremum of the constraint
functional (𝑔∗) does not guarantee that the limited solution is continuously bounds-preserving.

where the sub-functionals are defined as
ℎ+(𝐮) = 𝑔(𝐮)

𝑔(𝐮)
(14)

and
ℎ−(𝐮) = 𝑔(𝐮)

𝑔(𝐮) − 𝑔(𝐮)
. (15)

The purpose of these modifications as well as this piecewise formulation will be explained momentarily. We claim
that if one instead optimizes over the modified functional, yielding

ℎ∗ = min
𝐱
ℎ(𝐮(𝐱)), 𝐱∗ = argmin

𝐱
ℎ(𝐮(𝐱)), (16)

then by setting the limiting factor as
𝛼 = max(0,−ℎ∗), (17)

the limited solution will be continuously bounds-preserving with only one optimization pass (i.e., only one calculation
of the spatial minimization problem). From this formulation, it can be seen that 𝛼 ∈ [0, 1] as 𝑔(𝐮) is strictly non-
negative.

The justification for this formulation is as follows. The sub-functional of interest for a bounds-violating solution
is ℎ−(𝐮) as ℎ(𝐮) = ℎ−(𝐮) if 𝑔(𝐮) < 0. It can be seen that this sub-functional mimics Eq. (11). In fact, optimizing over
this functional is effectively optimizing over the limiting factor (or at least a linear approximation thereof) necessary
to ensure that the limited solution is bounds-preserving at that given spatial location. This transforms the optimization
problem from finding where the constraints are violated the most to finding where the most limiting is required. As
will be shown, finding the minimum of ℎ−(𝐮) and limiting based off of it is sufficient to ensure that the limited solution
is continuously bounds-preserving. However, this sub-functional is not necessarily well-behaved due to its rational
nature as its value may become undefined — for scalar systems/constraints, this behavior is guaranteed in at least
one location per element. To remedy this, ℎ−(𝐮) is augmented in a piecewise manner with ℎ+(𝐮) to yield a modified
constraint functional ℎ(𝐮) with the following properties:

• Well-defined for all 𝐱 to yield numerically stable behavior.
• Of the same sign as 𝑔(𝐮) for consistency (i.e., ℎ(𝐮) < 0 for a bounds-violating solution and ℎ(𝐮) ≥ 0 for a

bounds-preserving solution).
• 𝐶1 continuous with respect to 𝐱 to be amenable to optimization algorithms.

These desired properties motivate the definition of ℎ+(𝐮) in Eq. (14), such that the modified formulation of ℎ(𝐮) in
Eq. (13) achieves much more desirable numerical behavior, namely that it and its derivative are always well-defined
(if 𝑔(𝐮) and its derivative are well-defined).
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With this proposed formulation in mind, the proofs of certain key properties of the proposed scheme are now
presented. The following proofs rely on two key assumptions, the quasiconcavity of the constraint functional and the
bounds-preserving property of the element-wise mean. Furthermore, we assume a strict inequality on the element-wise
mean (i.e., 𝑔(𝐮) > 0) for brevity, with the limiting procedure for the simple edge-case of 𝑔(𝐮) = 0 shown later.
Theorem 3.1 (Bounds preservation). The limited solution as given by Eq. (7) is continuously bounds-preserving (i.e.,
𝑔(�̂�(𝐱)) ≥ 0 ∀ 𝐱) if the limiting factor is computed as Eq. (17).
PROOF OF THEOREM 3.1. Per Eq. (17), the limiting factor may either be 𝛼 = 0 or 𝛼 = −ℎ∗. For the former case,
ℎ∗ ≥ 0, which gives the equivalency ℎ∗ = ℎ+(𝐮(𝐱∗)). Given the positivity of the denominator in Eq. (14), it can be
seen that

𝑔(𝐮(𝐱)) ≥ 𝑔(𝐮(𝐱∗)) ≥ 0 ∀ 𝐱. (18)
It then follows that for 𝛼 = 0,

𝑔(�̂�(𝐱)) = 𝑔(𝐮(𝐱)) ≥ 0 ∀ 𝐱. (19)
For the latter case, ℎ∗ ≤ 0, which gives the equivalency ℎ∗ = ℎ−(𝐮(𝐱∗)). Therefore,

�̂�(𝐱) = 𝐮(𝐱) − 𝑔(𝐮(𝐱∗))
𝑔(𝐮) − 𝑔(𝐮(𝐱∗))

(

𝐮 − 𝐮(𝐱)
)

= (1 − 𝛼)𝐮(𝐱) + 𝛼𝐮, (20)
where

𝛼 = − 𝑔(𝐮(𝐱∗))
𝑔(𝐮) − 𝑔(𝐮(𝐱∗))

. (21)
Furthermore, for ℎ∗ ≤ 0, it can be seen that 𝑔(𝐮(𝐱∗)) ≤ 0. Due to Jensen’s inequality,

𝑔(�̂�(𝐱)) = 𝑔
(

(1 − 𝛼)𝐮(𝐱) + 𝛼𝐮
) ≥ (1 − 𝛼)𝑔(𝐮(𝐱)) + 𝛼𝑔(𝐮) = 𝑔(𝐮(𝐱)) + 𝛼

(

𝑔(𝐮) − 𝑔(𝐮(𝐱))
)

. (22)
As such, it is sufficient to show that

𝑔(𝐮(𝐱)) + 𝛼
(

𝑔(𝐮) − 𝑔(𝐮(𝐱))
)

= 𝑔(𝐮(𝐱)) − 𝑔(𝐮(𝐱∗))
𝑔(𝐮) − 𝑔(𝐮(𝐱∗))

(

𝑔(𝐮) − 𝑔(𝐮(𝐱))
) ≥ 0 ∀ 𝐱. (23)

Note that only the case of 𝑔(𝐮(𝐱)) < 0 has to be proven for as 𝑔(�̂�(𝐱)) ≥ 0 for any 𝛼 ∈ [0, 1] if 𝑔(𝐮(𝐱)) ≥ 0 (i.e.,
any convex combination of bounds-preserving states is bounds-preserving due to the convexity of ). In this case, the
quantity 𝑔(𝐮) − 𝑔(𝐮(𝐱)) is positive, such that Eq. (23) can be rearranged to

𝑔(𝐮(𝐱))
𝑔(𝐮) − 𝑔(𝐮(𝐱))

− 𝑔(𝐮(𝐱∗))
𝑔(𝐮) − 𝑔(𝐮(𝐱∗))

≥ 0 ∀ 𝐱. (24)
This is simply the condition

ℎ(𝐮(𝐱)) − ℎ(𝐮(𝐱∗)) ≥ 0 ∀ 𝐱, (25)
which is satisfied as, by definition, ℎ(𝐮(𝐱)) ≥ ℎ(𝐮(𝐱∗)) for all 𝐱. Consequently,

𝑔(�̂�(𝐱)) ≥ 0 ∀ 𝐱. (26)
Corollary 3.1.1. From Theorem 3.1, the limiting procedure does not modify the high-order solution 𝐮(𝐱) if the high-
order solution is continuously bounds-preserving.

Theorem 3.2 (Continuity). The modified constraint functional in Eq. (13) is 𝐶1 continuous with respect to 𝐱 if 𝑔(𝐮(𝐱))
is 𝐶1 continuous with respect to 𝐱.

PROOF OF THEOREM 3.2. To show 𝐶1 continuity for the modified constraint functional in Eq. (13), it is sufficient to
show that ℎ+(𝐮(𝐱)) ∈ 𝐶1 for 𝑔(𝐮(𝐱)) ≥ 0, ℎ−(𝐮(𝐱)) ∈ 𝐶1 for 𝑔(𝐮(𝐱)) ≤ 0, and ℎ+′ (𝐮(𝐱)) = ℎ−′ (𝐮(𝐱)) for 𝑔(𝐮(𝐱)) = 0.
Since 𝑔(𝐮) is constant across an element, 𝑔′(𝐮) = 0. Therefore,

ℎ+
′ (𝐮(𝐱)) = 𝑔′(𝐮(𝐱))

𝑔(𝐮)
and ℎ−

′ (𝐮(𝐱)) = 𝑔(𝐮)𝑔′(𝐮(𝐱))
(𝑔(𝐮) − 𝑔(𝐮(𝐱)))2

. (27)

Due to the positivity of 𝑔(𝐮), it can be seen that if 𝑔(𝐮(𝐱)) ∈ 𝐶1, then ℎ+(𝐮(𝐱)) and ℎ−(𝐮(𝐱)) are also 𝐶1 continuous
across their respective domains. Furthermore, for 𝑔(𝐮(𝐱)) = 0,

ℎ+
′ (𝐮(𝐱)) = ℎ−

′ (𝐮(𝐱)). (28)
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With these key properties of the proposed scheme shown, some further details are presented concerning edge cases,
higher-order limiting, and multiple constraint functionals. First, the edge case of 𝑔(𝐮) → 0 can result in some numerical
difficulties, particularly as 𝑔(𝐮) → 0. In this scenario, the limiting factor is explicitly set to 𝛼 = 1 for 𝑔(𝐮) < 𝜖, where
𝜖 = 10−12 is some small positive number on the order of machine precision, as it can be seen that 𝛼 → 1 as 𝑔(𝐮) → 0.

Second, the denominator in Eq. (15) effectively acts as a linear approximation of the convex limiting factor neces-
sary to ensure that the limited solution is continuously bounds-preserving, approximating the solution of

𝑔
(

(1 − 𝛼)𝐮(𝐱) + 𝛼𝐮
)

= 0.

For constraint functionals that are linear with respect to the solution variables, the resulting limiting factor is exact,
i.e., it is the smallest necessary limiting factor. However, for arbitrary nonlinear quasiconcave constraint functionals,
the resulting limiting factor is only sufficient (i.e., the above equality becomes a positive inequality), and there may
be a smaller limiting factor for which the limited solution is still continuously bounds-preserving. It is possible to
formulate the modified constraint functionals such that the resulting limiting factor is exact for higher-order constraint
functionals (e.g., quadratic constraints such as pressure/internal energy in gas dynamics) or to incorporate a nonlinear
limiting procedure in the spatial optimization problem to better approximate the minimum necessary limiting factor for
arbitrary nonlinear constraints. However, this is left as a topic of future work. We remark here that this effect is only
present for solutions where the nonlinear constraints are violated – per Corollary 3.1.1, for a solution that is already
continuously bounds-preserving, no limiting whatsoever is applied.

Finally, the use of multiple constraint functionals provides a choice in how to approach the limiting procedure.
The first method is to individually compute 𝛼 for each of the 𝑁𝑐 constraints and take the maximum value. The second
method is to sequentially perform the limiting procedure, where for each constraint, the limited solution as computed
from the previous constraint is used as the “unlimited” solution for the next constraint. We posit here that the first
method will likely yield more performant behavior (i.e., less numerical dissipation) for general nonlinear constraints
whereas the two methods would be identical for linear constraints, the reasoning being closely related to the previous
discussion on the sufficient versus necessary limiting factor. For nonlinear constraints, computing 𝛼 by the proposed ap-
proach may yield an overprediction in the necessary limiting factor. As such, computing 𝛼 sequentially may compound
this overprediction, causing a higher degree of limiting than computing 𝛼 individually. However, in some scenarios it
may be necessary to compute the limiting sequentially, such as when the convexity of  or the well-definedness of some
constraint functionals rely on other constraints being satisfied. An example of this can be seen in the gas dynamics
equations, where the pressure/internal energy functional is quasiconcave only if the density is positive and the entropy
functional is typically only well-defined if the density and pressure are positive. In this case, it is necessary to perform
limiting sequentially, first on density, then pressure, then entropy.
3.2. Optimization procedure

The proposed limiting approach relies on finding the continuous minimum of the modified constraint functional
within the element. For general applications, this minimum does not have a closed-form expression. As such, it must
be found numerically using standard optimization techniques. Note that irrespective of the properties of the constraint
functional itself, this is generally a global (but bounded) non-convex optimization problem as the solution itself can be
and often is spatially non-convex. However, certain properties of the limiting procedure as well as judicious choices
for the numerical formulation reduce this complexity.
Bounded optimization. While the optimization problem itself is global, it is bounded to a fixed domain (i.e., the
element). As there is no inherent requirement to perform the search for the minimum of the constraint functional in
physical space, the optimization can instead be performed in reference space. This greatly simplifies the implementa-
tion of bounded optimization schemes as the elements reduce to much simpler (convex) representations in reference
space, particularly so for curved elements. The enforcement of search bounds then becomes easier to implement as
it is then trivial to evaluate if the search coordinate is within the element bounds (e.g., the reference quadrilateral is
simply [−1, 1]2), and bounded optimization methods such as Lagrange multiplier-type approaches can be readily used
as the element boundaries in reference space reduce to planar faces with fixed normals. Furthermore, this allows for
the user to implement the optimization procedure only for a given reference element without having to consider the
intricacies of performing bounded optimization on arbitrarily shaped/curved elements.
Continuous evaluation. Since the optimization problem requires repeatedly evaluating the solution at arbitrary lo-
cations, the standard nodal representation of the solution is not well-suited. Instead, the solution may be transformed
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from its nodal representation to a modal representation, given as

𝐮(�̂�) =
𝑛𝑠
∑

𝑖=1
𝐮𝑖𝜙𝑖(�̂�) =

𝑛𝑠
∑

𝑖=1
�̃�𝑖𝜓𝑖(�̂�), (29)

where �̃�𝑖 are a set of modal basis coefficients and 𝜓𝑖(�̂�) are their respective basis functions. Note that �̂� is used instead
of 𝐱 to represent that the basis is with respect to the reference space instead of the physical space. This formulation is
typically much more amenable to continuous evaluation. In particular, we use the monomial (power) basis to represent
the solution, given as

𝜓𝑖(�̂�) = �̂�𝐪𝑖 =
𝑑
∏

𝑗=1
�̂�𝐪𝑖𝑗𝑗 , (30)

which makes it trivial to evaluate the solution anywhere within the element. While the transformation to the monomial
basis may be ill-conditioned in some scenarios, this is typically avoided if the solution is not of very high order.
However, in such cases, one may use other bases such as orthogonal polynomials which may possess more robust
numerical behavior.
Initialization. The choice of initial guess for the minimization problem can play a large role in non-convex optimiza-
tion methods. Even if the optimization landscape has many local minima, convex optimization techniques can still
converge to the global minimum if the initial guess on a bounded domain is sampled sufficiently enough such that the
initial guess falls within a locally convex region near the global minimum. Fortunately, for DG schemes, the solution
is interpolated to the volume and surface quadrature nodes at each temporal step. As such, these quadrature nodes
form a suitable set of locations to initially evaluate solution at. In fact, it can be shown through Bézout’s theorem that
for simpler cases such as linear constraint functionals the number of strict local minima is substantially fewer than the
number of quadrature points [38].

With these points in mind, the proposed optimization procedure is presented, first with an introduction and expla-
nation of the various features of the procedure followed by an overview of the overall optimization method. We remark
here that since the proof in Theorem 3.1 is contingent on being able to find the global minimum of the modified con-
straint functional in the element (or at least a lower bound thereof), if one wants to truly guarantee that limited solution
is continuously bounds-preserving, global non-convex optimization techniques on bounded convex domains should
be used. For this, branch-and-bound optimization methods [39] would likely be a good option as the monomial basis
allows for simple — albeit somewhat loose — estimates of upper/lower bounds of the solution on convex subdomains
which, by the quasiconcavity of 𝑔(𝐮), allows for estimates on the lower bound on the constraint functional necessary
for branch-and-bound methods. Stricter bounds can be placed by instead using the convex hull property of the Bern-
stein basis and are often used to provide bounds for nonlinear functionals of the solution on convex subdomains of the
element [40]. Alternatively, one may use simulated annealing-type methods [41] as it will be shown later that finding
an approximate global minimum instead of a precise local minimum is sufficient.

However, while the computational cost of these bounded global optimization methods is not intractable, particularly
so on GPU computing architectures for which the compute-heavy, element-local operations of the methods are well-
suited, their algorithmic complexity motivates the use of more straightforward optimization methods. To this end, we
instead utilize convex optimization techniques, namely Newton–Raphson and gradient descent methods, and rely on
the fact that the solution is sampled sufficiently finely on the element such that it is very likely that one of the sampled
points lies within a locally convex region near the global minimum. As this approach does not necessarily ensure that
it will find the global minimum, it does however lose the mathematical property that the solution is guaranteed to be
continuously bounds-preserving for general nonlinear constraint functionals, but in the numerical experiments soon to
be shown, this approach always yielded a continuously bounds-preserving limited solution.

First, an iterative method must be chosen for optimization. The primary underlying optimization method in this
work is the Newton–Raphson scheme, chosen due to its high rate of convergence, with the gradient descent method
used as a secondary optimization method under edge cases where the Newton–Raphson scheme is not well-suited.
Using the solution interpolated to the surface and volume quadrature nodes, denoted as 𝐱𝑞 , the initial guess is taken as

𝐱0 = argmin
𝐱𝑖∈𝐱𝑞

ℎ(𝐮(𝐱𝑖)). (31)
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Each iteration of the Newton–Raphson scheme can be given as
𝐱𝑛 = 𝐱𝑛−1 −𝐇−1

𝑛−1𝐉𝑛−1, (32)
where 𝐇𝑛−1 and 𝐉𝑛−1 represent the Hessian and Jacobian, respectively, of the cost functional ℎ(𝐮(𝐱)) evaluated at
iteration 𝑛 − 1. While these quantities may be evaluated analytically using the chain rule, it is generally much more
efficient to evaluate them numerically. As such, a centered difference approximation is used, e.g. for a two-dimensional
domain, the Jacobian and Hessian can be computed as

𝐉𝑛 =
[

ℎ(𝐮(𝑥𝑛 + 𝛿𝑥, 𝑦𝑛) − ℎ(𝐮(𝑥𝑛 − 𝛿𝑥, 𝑦𝑛)
2𝛿𝑥

,
ℎ(𝐮(𝑥𝑛, 𝑦𝑛 + 𝛿𝑥) − ℎ(𝐮(𝑥𝑛, 𝑦𝑛 − 𝛿𝑥)

2𝛿𝑥

]𝑇
(33)

and
𝐇 =

[

𝐇11 𝐇12
𝐇21 𝐇22

]

, (34)
where

𝐇11 =
ℎ(𝐮(𝑥𝑛 + 𝛿𝑥, 𝑦𝑛) − 2ℎ(𝐮(𝑥𝑛, 𝑦𝑛) + ℎ(𝐮(𝑥𝑛 − 𝛿𝑥, 𝑦𝑛)

𝛿𝑥2
(35a)

𝐇12 = 𝐇21 =
ℎ(𝐮(𝑥𝑛 + 𝛿𝑥, 𝑦𝑛 + 𝛿𝑥) − ℎ(𝐮(𝑥𝑛 − 𝛿𝑥, 𝑦𝑛 + 𝛿𝑥) − ℎ(𝐮(𝑥𝑛 + 𝛿𝑥, 𝑦𝑛 − 𝛿𝑥) + ℎ(𝐮(𝑥𝑛 − 𝛿𝑥, 𝑦𝑛 − 𝛿𝑥)

4𝛿𝑥2 (35b)
𝐇22 =

ℎ(𝐮(𝑥𝑛, 𝑦𝑛 + 𝛿𝑥) − 2ℎ(𝐮(𝑥𝑛, 𝑦𝑛) + ℎ(𝐮(𝑥𝑛, 𝑦𝑛 − 𝛿𝑥)
𝛿𝑥2

. (35c)

The step size is taken as 𝛿𝑥 = 10−4 to yield a minimum denominator of approximately the square root of the FP64
machine precision error [42]. It will later be shown that the possible convergence issues due to using the approximate
Jacobian/Hessian are avoided as it will not necessary to compute the exact minimum.

For the gradient descent method, each iteration is simply computed as

𝐱𝑛 = 𝐱𝑛−1 − 𝛽
𝐉𝑛−1

‖𝐉𝑛−1‖2
, (36)

where 𝛽 is a free parameter dictating the step size of the iteration. This step size is computed adaptively using back-
tracking line search with the initial step length taken as 𝛽0 = 2∕(𝑝 + 1) as this is the approximate average distance
between nodal quadrature points in reference space. At each inner iteration of the line search, corresponding to one
outer iteration of the gradient descent method, the step size is halved (i.e., 𝛽𝑖+1 = 𝛽𝑖∕2), and the process is repeated
until either a maximum of five line search iterations have completed or the Armijo–Goldstein [43] condition is satisfied,
i.e.,

ℎ(𝐮(𝐱𝑛)) ≤ ℎ(𝐮(𝐱𝑛−1)) − 𝑐𝛽‖𝐉𝑛−1‖2, (37)
where the control parameter is taken as 𝑐 = 0.5 as per Armijo [43]. This line search also has the benefit of helping
prevent the optimizer from getting stuck in local minima. The gradient descent scheme is used as a fallback for when
the Hessian is not invertible or if the functional is not locally convex. Therefore, the Newton–Raphson method is
used when both 𝑑𝑒𝑡(𝐇) > 𝜖 and 𝐇 is positive semi-definite, where 𝜖 is the same tolerance used for the edge case of
𝑔(𝐮) → 0. Otherwise, the gradient descent method is used.

Next, since the Newton–Raphson and gradient descent methods do not naturally ensure that the spatial location at
each iteration will remain within the element, it is necessary to apply some techniques for bounded optimization. The
overarching theoretical framework for this approach derives from Lagrange multiplier methods — or, more aptly, the
Karush–Kuhn–Tucker conditions — but the simplicity of the bounding domain allows for its straightforward imple-
mentation as simple linear projections. We assume here that the reference element is convex and its boundary can be
represented by a finite set of straight edges/planar faces. The iterative update 𝐱𝑛 → 𝐱𝑥+1, equivalently represented in
terms of a search direction Δ𝐱𝑛 as 𝐱𝑥+1 = 𝐱𝑛 + Δ𝐱𝑛, is modified according to one of three conditions.

1. If 𝐱𝑛+1 ∈ Ω𝑘, i.e., the iterative update moves strictly within the element, leave 𝐱𝑛+1 as is.
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2. If 𝐱𝑛+1 ∉ Ω𝑘 and 𝐱𝑛 ∉ 𝜕Ω𝑘, i.e., the iterative update moves from within the element (but not on the boundary)
to outside of the element, project the update distance onto the element boundary along the search direction by
solving for 𝜂 ∈ [0, 1] such that 𝐱𝑛+1 = 𝐱𝑛 + 𝜂Δ𝐱𝑛 ∈ 𝜕Ω𝑘.

3. If 𝐱𝑛+1 ∉ Ω𝑘 and 𝐱𝑛 ∈ 𝜕Ω𝑘, i.e., the iterative update moves from the element boundary to outside of the element,
project the update direction onto the element boundary parallel to the boundary as 𝐱𝑛+1 = 𝐱𝑛+ (1−𝐧)⊙Δ𝐱𝑛 ∈
𝜕Ω𝑘, where 𝐧 is the normal direction of the particular boundary edge/surface that 𝐱𝑛 is currently on. While this
ensures that the iterative update does not intersect the particular boundary edge/surface that 𝐱𝑛 is currently on,
it does not ensure that it does not intersect any of the other boundary edges/surfaces. As such, project as per (2)
if necessary.

It can be seen here that there are one of two possibilities in this optimization process. The optimizer will either converge
towards a minimum within the element, or the optimizer will converge towards a minimum along the boundary of
the element where the gradient of the constraint functional is parallel to the normal direction of the boundary (i.e.,
the Lagrange multiplier condition). Due to the fact that the boundary of reference elements can be represented as a
small number of straight edges/planar faces, the computations involved in these projections at most simply reduce to
computing the intersection of a line with other lines or planes. For the line search in the gradient descent method,
this projection is performed only at the initial step Δ𝐱 = −𝛽0𝐉 as every subsequent step is guaranteed to be within the
element bounds. Algorithmic implementation details of these projection steps are presented in Appendix A.

Finally, the use of iterative methods requires applying some small convergence tolerance to the optimization pro-
cess. However, this can cause issues in the limiting method as the bounds-preserving properties shown in Theorem 3.1
are contingent on truly finding the minimum of ℎ(𝐮) as per Eq. (25). If one instead limits based on ℎ∗ + 𝛿ℎ, where 𝛿ℎ
is some positive value smaller than the convergence tolerance, it is possible that the limited solution may violate the
bounds on the order of 𝛿ℎ. In most cases, this is not acceptable as these bounds must be strictly enforced to ensure the
robustness of the numerical scheme, such that one would have to converge to effectively machine precision levels to
ensure a continuously bounds-preserving scheme which is computationally intractable. Instead, we propose a final step
in the optimization process to alleviate this constraint and allow for reasonable values of the convergence tolerance.
Note that by Eq. (25), one does not necessarily need to find the minimum of ℎ(𝐮) per se, simply a lower bound for its
minimum. This corresponds to the observation that one may not limit marginally less than what is necessary to ensure
a continuously bounds-preserving scheme, but limiting marginally more than necessary is perfectly acceptable. As
such, the final step in the optimization approach is to extrapolate a lower bound for ℎ(𝐮) given the information derived
from the iterative method. If we denote ℎ(𝐮(𝐱∗)) as the value of the true minimum of ℎ(𝐮), we instead seek some value
ℎ∗∗ ≤ ℎ(𝐮(𝐱∗)) that will instead be used for limiting as per Eq. (17).

For this, we utilize some convergence properties of Newton–Raphson/backtracking gradient descent methods,
where we seek some correction Δℎ < 0, such that

ℎ𝑛 − Δℎ ≤ ℎ∗. (38)
If we assume that the optimization process after 𝑛 iterations is within some locally convex region of ℎ(𝐮(𝐱) in the
interior (or convex subregion on the face/edge), then the magnitude of the Jacobian is strictly decreasing across the
line segment [𝐱𝑛, 𝐱∗], with 𝐉(𝐱∗) = 𝟎, i.e.,

‖𝐉𝑛‖2 ≥ max
𝑥∈[𝑥𝑛,𝑥∗]

‖𝐉(𝐱)‖2 . (39)

Note here that if the 𝐱𝑛 resides on the face/edge of the element, the Jacobian here refers to the projected Jacobian as
per step (3) above. Furthermore, error estimates for the chosen optimization algorithms under the given assumptions
yield [44, 45]

‖

‖

𝐱∗ − 𝐱𝑛‖
‖2 ≤ ‖

‖

‖

𝐱𝑛 − 𝐱𝑛−1‖‖
‖2

= ‖

‖

Δ𝐱𝑛−1‖‖2 . (40)
The combination of these two properties yields the relation

|

|

ℎ𝑛 − ℎ∗|
|

≤ ‖𝐉𝑛‖2 ‖‖Δ𝐱𝑛−1‖‖2 . (41)
Therefore, we set

Δℎ = ‖𝐉𝑛‖2 ‖‖Δ𝐱𝑛−1‖‖2 (42)
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and
ℎ∗∗ = max (−1, ℎ𝑛 − Δℎ) , (43)

which satisfies the condition ℎ∗∗ ≤ ℎ(𝐮(𝐱∗)). A maximum is taken to ensure that 𝛼 ∈ [0, 1]. A simple schematic
representation of this tolerance correction is shown in Fig. 3.

Δ𝑥

Δ𝑥

Δ
ℎ

𝑥𝑛−1

𝑥𝑛
𝑥∗

ℎ𝑛

ℎ∗∗
𝐽 𝑛

𝑥

ℎ(
𝐮)

𝑔(𝐮)

Figure 3: Schematic of the tolerance correction Δℎ computed at the end of the optimization process.

With the proposed approach introduced, algorithmic implementation details are presented in Appendix A, including
an overview of the limiting approach and the bounded optimization process. For brevity, we present the bounded
optimization approach in terms of a single boundary face/normal vector, but the approach readily extends to the multiple
faces required for multi-dimensional elements.
3.3. Constraints

For generality, the proposed approach was introduced with respect to an arbitrary quasiconcave functional 𝑔(𝐮).
Here, we present some examples of common constraints encountered in the simulation of convection dominated flows,
with more in-depth details of constraints relating to particular systems later presented in Section 5. The first example
is a minimum principle, written with respect to some functional of the solution 𝜇(𝐮) and some minimum bound 𝑐 as

𝜇(𝐮) ≥ 𝑐. (44)
It is common to enforce positivity of some functional of the solution (e.g., density and pressure in gas dynamics),
which can be expressed by setting 𝑐 = 0. Alternatively, a more general minimal principle can be enforced by setting
𝑐 = 𝜇min, where 𝜇min is some minimum bound on the functional (e.g., entropy). This can be enforced by simply setting
the constraint functional as

𝑔(𝐮) = 𝜇(𝐮) − 𝑐. (45)
In other cases, the chosen functional must be bounded from above as well as from below, i.e.,

𝜇(𝐮) ∈ [𝑎, 𝑏], (46)
where 𝑎 and 𝑏 (𝑏 > 𝑎) are some minimum/maximum bounds, respectively. These bounds are common in the simulation
of scalar systems which obey a strict minimum/maximum principle and can be enforced through a pair of constraint
functionals as

𝑔1(𝐮) = 𝜇(𝐮) − 𝑎, 𝑔2(𝐮) = 𝑏 − 𝜇(𝐮). (47)
Depending on the constraints and system in question, the order which these constraints are enforced may be of impor-
tance (as discussed in Section 3.1).

As the constraints are enforced independently on an element-wise basis, the proposed scheme does not differentiate
whether the given bounds (e.g., the values of 𝑎, 𝑏, and 𝑐) are global or local. In some cases, the bounds may depend
on the values of the solution in a local domain of influence [20], or they may be fixed throughout the entire domain.
In this work, we consider only constraints with global bounds, but the extension to arbitrary local bounds is trivial as
long as the bounds are constant across the element.
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4. Implementation
The proposed approach was implemented using the DG scheme recovered by the flux reconstruction (FR) method

of Huynh [2] within PyFR [46], a high-order unstructured FR solver that can target massively-parallel CPU and GPU
computing architectures. Experiments were performed on scalar transport equations and the gas dynamics equations
in one and two dimensions on both CPUs and GPUs. At the interfaces, upwinding was performed for scalar equations
whereas the Rusanov [31] Riemann solver with the Davis [47] wavespeed estimate was used for the gas dynamics
equations. The FR solution/flux points, corresponding to collocated solution/quadrature nodes in DG, were distributed
along the Gauss–Lobatto points for tensor-product elements and 𝛼-optimized points [1] for simplex elements. We note
here that the any set of solution nodes (within reason) can be used without affecting the bounds-preserving properties
of the proposed scheme as the approach can enforce constraints across the entire solution polynomial.

Temporal integration was performed using a three-stage, third-order strong stability preserving Runge–Kutta scheme
(SSP-RK3 [48]). Limiting was applied after each substage of the SSP-RK3 scheme using three iterations of the
Newton–Raphson/gradient descent method. Additionally, limiting was applied at the initial time 𝑡 = 0 after inter-
polation to the solution nodes to ensure that the solution was initially continuously bounds-preserving. In some exper-
iments, comparisons were performed between the proposed continuously bounds-preserving approach and a standard
discrete limiting approach, which coincides to limiting based on the solution value at the discrete solution nodes. This
discretely bounds-preserving approach could be recovered by simply taking zero iterations of the optimization problem
as the initial guess is taken over the discrete solution nodes.

To evaluate the bounds-preserving properties of the scheme in a continuous sense, the constraints were sampled at
a large number of points as a post-processing operation to yield a sufficiently accurate approximation of the continuous
minima of the constraint functionals. In this work, we utilize 100 equispaced nodes per spatial dimension. Depending
on the experiment, this evaluation was either performed at a fixed time (i.e., a spatial minimum) or continuously in
time (i.e., a spatio-temporal minimum). The latter was approximated by evaluating the spatial over-sampling at each
discrete temporal integration step. For problems with multiple constraint functionals, the minimum of the respective
minima of the constraint functionals was used.

As the proposed approach only enforces given constraints on the solution, it may not guarantee that the solution
will be well-behaved around strong discontinuities if the constraints are not restrictive enough. For robustness around
discontinuities, it is generally necessary to combine bounds-preserving limiters with additional numerical stabilization
methods (e.g., slope limiting [19]) or enforce more restrictive constraints (e.g., minimum entropy constraints [20, 21]).
In this work, we utilize a simple subcell-type slope limiter based on a low-order subcell approximation used in the
works of Pazner [10], Rueda-Ramírez et al. [12], and Lin et al. [11], the details of which are given in Appendix B. We
note here that the choice of numerical stabilization method for discontinuity capturing is orthogonal to the purpose of
bounds-preserving limiters (see Zhang and Shu [19]). As long as it does not affect the assumptions that the proposed
scheme is built upon (e.g., conservation, bounds-preservation on the element-wise mean, etc.), the combination with
slope limiting is largely irrelevant with regards to the benefits and novelties of the proposed scheme, and we do not
make any claims about the efficacy of the chosen slope limiter in comparison to other approaches. One may instead
use one of a variety of other stabilization approaches of varying degrees of robustness and accuracy.

5. Results
5.1. Linear advection

The proposed approach was first applied to scalar linear transport problems through the linear advection equation,
given in conservative form as

𝜕𝑡𝑢 + 𝛁⋅ (𝐜(𝐱)𝑢) = 0, (48)
where 𝐜(𝐱) is some constant or spatially-varying advection field. As with many scalar systems, entropy solutions of
the linear advection equation satisfy a maximum principle, i.e.,

𝑢(𝐱, 𝑡) ∈
[

𝑢0,min, 𝑢0,max
]

∀ 𝐱, 𝑡, (49)
where

𝑢0,min = min
𝐱
𝑢0(𝐱) and 𝑢0,max = max

𝐱
𝑢0(𝐱). (50)
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This was simply enforced in terms of a pair of constraint functionals,
𝑔1(𝑢) = 𝑢 − 𝑢0,min and 𝑔2(𝑢) = 𝑢0,max − 𝑢. (51)

5.1.1. Advecting waveforms
The bounds-preserving and error convergence properties of the proposed approach were first evaluated through the

advecting waveforms problem. The domain is taken as Ω = [0, 1] with periodic boundary conditions, and the initial
conditions are given as

𝑢0(𝑥) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

exp
(

−300(2𝑥 − 0.3)2
)

, if |2𝑥 − 0.3| ≤ 0.25,
1, if |2𝑥 − 0.9| ≤ 0.2,
√

1 −
(

2𝑥−1.6
0.2

)2
, if |2𝑥 − 1.6| ≤ 0.2,

0, else.

(52)

These conditions yield waveforms with varying degrees of continuity, which allows for the evaluation of the approach
for both smooth and discontinuous solutions. The advection velocity was simply set as 𝑐 = 1, and global maximum
principle bounds were enforced, i.e., 𝑢 ∈ [0, 1].

The solutions profiles after one advection cycle (𝑡 = 1) through the domain as computed by a ℙ2 and ℙ4 scheme
with varying mesh resolution are shown in Fig. 4. It can be seen that the approach shows clear qualitative conver-
gence to the analytic solution with increasing resolution, both with the ℙ2 and ℙ4 approximation. Furthermore, the
enforcement of the global maximum principle bounds ensured that the solution remained well-behaved in the vicinity
of discontinuities.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

𝑥

𝑢

Exact 𝑁 = 20
𝑁 = 40 𝑁 = 80

(a) ℙ2

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

𝑥

𝑢

(b) ℙ4

Figure 4: Solution profiles for the advecting waveforms problem at 𝑡 = 1 computed using a ℙ2 (left) and ℙ4 (right)
approximation at varying mesh resolution with continuously bounds-preserving limiting and global max principle bounds
(𝑢 ∈ [0, 1]).

A more quantitative evaluation of the proposed approach was performed by analyzing the error convergence rates.
The 𝐿1 norm of the solution error after one advection cycle was computed at varying approximation orders using both
the proposed continuous limiting approach and a discrete limiting approach, the results of which are shown in Table 1
and Table 2, respectively. Both approaches showed very similar error behavior, with nearly identical convergence rates
at all approximation orders. Furthermore, the magnitude of the error was also similar, with the continuous limiting
approach showing marginally less error than the discrete limiting approach at all approximation orders and mesh
resolution.

The bounds-preserving properties of the proposed continuous limiting approach was then verified by evaluating
the spatio-temporal minimum of the constraint functionals over the domain and simulation time, i.e., min (𝑔1(𝑢), 𝑔2(𝑢))
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𝑁 ℙ2 ℙ3 ℙ4 ℙ5

20 7.52 × 10−2 7.63 × 10−2 7.77 × 10−2 7.69 × 10−2

40 3.50 × 10−2 3.24 × 10−2 3.39 × 10−2 3.59 × 10−2

60 2.16 × 10−2 2.03 × 10−2 2.16 × 10−2 2.30 × 10−2

80 1.55 × 10−2 1.48 × 10−2 1.57 × 10−2 1.68 × 10−2

100 1.22 × 10−2 1.16 × 10−2 1.23 × 10−2 1.32 × 10−2

120 1.01 × 10−2 9.52 × 10−3 1.01 × 10−2 1.09 × 10−2

RoC 1.13 1.16 1.14 1.09

Table 1: Convergence in the 𝐿1 norm for the advecting waveforms problem at varying approximation order with contin-
uously bounds-preserving limiting and global max principle bounds (𝑢 ∈ [0, 1]).

𝑁 ℙ2 ℙ3 ℙ4 ℙ5

20 8.68 × 10−2 8.35 × 10−2 8.40 × 10−2 8.34 × 10−2

40 4.05 × 10−2 3.66 × 10−2 3.69 × 10−2 3.91 × 10−2

60 2.52 × 10−2 2.31 × 10−2 2.36 × 10−2 2.50 × 10−2

80 1.81 × 10−2 1.69 × 10−2 1.72 × 10−2 1.83 × 10−2

100 1.43 × 10−2 1.33 × 10−2 1.35 × 10−2 1.44 × 10−2

120 1.18 × 10−2 1.10 × 10−2 1.11 × 10−2 1.19 × 10−2

RoC 1.12 1.13 1.13 1.09

Table 2: Convergence in the 𝐿1 norm for the advecting waveforms problem at varying approximation order with discretely
bounds-preserving limiting and global max principle bounds (𝑢 ∈ [0, 1]).

sampled at 100 points per element at each temporal integration step. These minima are tabulated in Table 3 for the
continuous limiting approach. It can be seen that the proposed approach effectively enforces constraints continuously
down to machine precision levels, even with coarse mesh resolution. In comparison, the results of the discrete limiting
approach, tabulated in Table 4, showed significant violations of the bounds which did not reduce with increasing
resolution. In fact, this bounds violation stayed constant with increasing resolution, which can be attributed to the
initial interpolation error of a discontinuous field onto a piece-wise continuous solution space. As such, even with
highly-resolved meshes, discrete limiting approaches would likely be inappropriate for situations where constraints
must be enforced continuously whereas the proposed approach would be effective regardless of the resolution.

𝑁 ℙ2 ℙ3 ℙ4 ℙ5

20 0.0 −1.33 × 10−15 0.0 −4.44 × 10−16

40 0.0 −1.33 × 10−15 0.0 −4.44 × 10−16

60 −5.55 × 10−17 −1.33 × 10−15 0.0 −4.44 × 10−16

80 0.0 −1.33 × 10−15 0.0 −4.44 × 10−16

100 0.0 −1.33 × 10−15 0.0 −4.44 × 10−16

120 0.0 −1.33 × 10−15 0.0 −4.44 × 10−16

Table 3: Spatio-temporal minimum constraint functional value encountered during simulation for the advecting waveforms
problem at varying approximation order and mesh resolution with continuously bounds-preserving limiting and global max
principle bounds (𝑢 ∈ [0, 1]).

5.1.2. Solid body rotation
The extension to two-dimensional problems and unstructured meshes was then performed through the solid body

rotation problem of LeVeque [49]. In this problem, the domain is set as Ω = [0, 1]2 with periodic boundary conditions,
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𝑁 ℙ2 ℙ3 ℙ4 ℙ5

20 −1.25 × 10−1 −1.31 × 10−1 −1.32 × 10−1 −1.32 × 10−1

40 −1.25 × 10−1 −1.31 × 10−1 −1.32 × 10−1 −1.32 × 10−1

60 −1.25 × 10−1 −1.31 × 10−1 −1.32 × 10−1 −1.32 × 10−1

80 −1.25 × 10−1 −1.31 × 10−1 −1.32 × 10−1 −1.32 × 10−1

100 −1.25 × 10−1 −1.31 × 10−1 −1.32 × 10−1 −1.32 × 10−1

120 −1.25 × 10−1 −1.31 × 10−1 −1.32 × 10−1 −1.32 × 10−1

Table 4: Spatio-temporal minimum constraint functional value encountered during simulation for the advecting waveforms
problem at varying approximation order and mesh resolution with discretely bounds-preserving limiting and global max
principle bounds (𝑢 ∈ [0, 1]).

and the initial conditions are given

𝑢0(𝑥) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

1, if (𝑥 − 0.5)2 + (𝑦 − 0.75)2 ≤ 0.152

and 𝑥, 𝑦 ∉ [0.475, 0.525] × [0.6, 0.85],
0.25

(

1 + cos
(

𝜋
0.15

√

(𝑥 − 0.25)2 + (𝑦 − 0.5)2
))

, if (𝑥 − 0.25)2 + (𝑦 − 0.5)2 ≤ 0.152,

1 −
√

(𝑥 − 0.5)2 + (𝑦 − 0.25)2∕0.15, if (𝑥 − 0.5)2 + (𝑦 − 0.25)2 ≤ 0.152,
0, else.

(53)

The advection field is set as
𝑐(𝐱) = [−2𝜋(𝑦 − 0.5), 2𝜋(𝑥 − 0.5)]𝑇 , (54)

which results in counter-clockwise rotation of constant angular velocity about the center of the domain with a unit
rotation period. Similarly to the advecting waveforms problem, the initial conditions yield solution profiles of varying
degrees of continuity, including a 𝐶∞ cosinusoidal hump, a 𝐶0 sharp cone, and a discontinuous notched cylinder.
These profiles can present a challenge to high-resolution numerical schemes, particularly the notched cylinder which
is sensitive to excessive diffusion in numerical stabilization methods.

The problem was solved using a ℙ2 approximation with global max principle bounds (𝑢 ∈ [0, 1]) using both struc-
tured and unstructured meshes. The solution contours after one rotation period as computed on structured quadrilateral
meshes of varying resolution are shown in Fig. 5. It can be seen that for linear problems, the imposition of global max
principle bounds effectively stabilized the solution around discontinuities. With increasing resolution, the numerical
diffusion around the notched cylinder decreased, such that the initial profile was well-recovered at the highest reso-
lution. The minimum value of the constraint functionals at the final time, sampled at 1002 points per element, was
𝑔min = −2.5⋅10−18, −1.6⋅10−18, and −1.4⋅10−19 for the 𝑁 = 322, 642, and 1282 mesh, respectively. The proposed
limiting approach could ensure continuous boundedness to machine precision levels.

To verify the proposed approach for unstructured meshes, the solid body rotation problem was similarly computed
on triangular meshes of equivalent resolution. The meshes were generated by uniformly triangulating the previous
quadrilateral meshes, such that the number of triangular elements was double the number of quadrilateral elements.
The solution contours after one rotation period as computed on the unstructured triangular meshes of varying resolution
are shown in Fig. 6. It can be seen that nearly identical results are recovered with the unstructured meshes, indicating
the proposed approach is nearly independent of the mesh discretization. Similarly as with the quadrilateral meshes, the
minimum value of the constraint functional at the final time, sampled at 1002 points per element, was 𝑔min = −4⋅10−19,
−1.8⋅10−19, and −2.5⋅10−18 for the 𝑁 = 2⋅322, 2⋅642, and 2⋅1282 mesh, respectively.

An additional comparison between the structured and unstructured meshes was compared by observing the cross-
sectional profiles of the notched cylinder after one rotation period. The solution profile on the cross-section 𝑦 = 0.75
as computed by both mesh types is shown in Fig. 7. Both mesh types resulted in effectively identical solution profiles,
not just in terms of stability around discontinuities but also dissipation of the solution features. These results further
showcase the generalizability of the proposed approach to unstructured meshes.

An evaluation of the computational cost of the proposed approach was also performed for the two-dimensional
experiments. The relative computational cost of the limiting was calculated by observing the elapsed wall clock time
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(a) 𝑁 = 322 (b) 𝑁 = 642 (c) 𝑁 = 1282

Figure 5: Solution contours for the solid body rotation problem at 𝑡 = 1 computed using a ℙ2 approximation with
continuously bounds-preserving limiting and global max principle bounds (𝑢 ∈ [0, 1]) on a structured quadrilateral mesh
with varying mesh resolution.

(a) 𝑁 = 2⋅322 (b) 𝑁 = 2⋅642 (c) 𝑁 = 2⋅1282

Figure 6: Solution contours for the solid body rotation problem at 𝑡 = 1 computed using a ℙ2 approximation with
continuously bounds-preserving limiting and global max principle bounds (𝑢 ∈ [0, 1]) on an unstructured triangular mesh
with varying mesh resolution.

of the the structured 𝑁 = 1282 experiment for a varying number of optimization iterations (𝑛iters). This cost was
normalized by the computational cost of the discrete limiting approach, with a value of one corresponding to no
additional computational cost. Comparisons were performed on one NVIDIA V100 GPU. The normalized cost is
shown in Fig. 8 for 1, 3, 10, 50, and 100 optimization iterations, with the standard number of iterations used in this
work (𝑛iters = 3) highlighted in red. It can be seen that the cost of the proposed approach is actually quite minor,
with 1 iteration requiring only an 11% increase in the computational cost, largely due to an overhead cost associated
with transforming the solution basis into its modal form, and 3 iterations requiring only an 18% increase. It was not
until the iteration was increased on the order of 𝑛iters = 30 that the cost of the optimization approach became more
than the underlying solver itself, with 𝑛iters = 50 causing a 154% cost increase and 𝑛iters = 100 causing a 296%
increase. However, this is many more iterations than what is used in this work, which does not appreciably impact the
overall computational cost. In fact, this indicates that the further computational effort can be expended without notably
degrading the performance of the underlying solver, such as for sampling even more initial points for optimization or
performing multiple optimization passes using separate initial guesses.
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Figure 7: Solution profile on the cross-section 𝑦 = 0.75 for the solid body rotation problem at 𝑡 = 1 computed using a ℙ2
approximation with continuously bounds-preserving limiting and global max principle bounds (𝑢 ∈ [0, 1]). Solution showed
for structured quadrilateral meshes (left) and unstructured triangular meshes (right) with varying mesh resolution.
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Figure 8: Computational cost of the continuously bounds-preserving limiting approach (normalized by the cost of the
discrete limiting approach) with respect to the number of optimization iterations for the solid body rotation problem
computed with a ℙ2 approximation and 𝑁 = 1282 elements. Number of iterations used in this work 𝑛iters = 3 highlighted
in red. Unit value (dashed line) denotes no additional cost.

5.2. Burgers’ equation
The proposed approach was extended to nonlinear governing equations through Burgers’ equation, given in the

form of a hyperbolic conservation law as
𝜕𝑡𝑢 + 𝜕𝑥

(1
2
𝑢2
)

= 0. (55)
Similarly to the advection equation, the entropy solution of Burgers’ equation satisfies a maximum principle. Due to
the nonlinear nature of the equation, further numerical stabilization (e.g., slope limiting, entropy constraints) may be
required to achieve a well-behaved solution as a global maximum principle may not be restrictive enough. However,
as the purpose of this experiment is simply to compare the bounds-preserving properties of the proposed approach
to other methods, we only enforce global max principle constraints and observe the behavior of the solution near
constraint boundaries.

T. Dzanic: Preprint submitted to Elsevier Page 18 of 30



Continuously bounds-preserving discontinuous Galerkin methods for hyperbolic conservation laws

5.2.1. Compression/expansion wave
We consider the problem of a compression and expansion wave around a static point. The problem is solved on

the periodic domain Ω = [0, 1] with the initial conditions
𝑢0(𝑥) = max (1 − 2𝑥, 2𝑥 − 1) . (56)

These initial conditions consist of a compression front decelerating to zero velocity followed by an expansion front,
which results in a shock forming around the static point. The problem was solved with a ℙ3 and ℙ6 approximation with
𝑁 = 24 elements using global max principle bounds (𝑢 ∈ [0, 1]). A comparison of the solution as computed using
no limiting, discrete limiting, and the proposed continuous limiting method is shown in Fig. 9 at shock formation time
(𝑡 = 0.5). As the constraints imposed are quite relaxed, the three approaches showed similar qualitative behavior, with
the continuous limiting approach showing a marginally better behaved solution around the discontinuity, particularly
at higher order. However, the efficacy of the proposed approach became much more pronounced when observing the
continuous solution near the shock at a closer scale.
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Figure 9: Solution profiles for the Burgers’ equation compression/expansion wave problem at 𝑡 = 0.5 computed using a
ℙ3 (left) and ℙ6 (right) approximation and 𝑁 = 24 elements with various limiting approaches and global max principle
bounds (𝑢 ∈ [0, 1]).

A comparison of the proposed approach to the discrete limiting method and the unlimited numerical scheme is
shown in the enlarged views in Fig. 10 and Fig. 11 for the ℙ3 and ℙ6 approximation, respectively. To highlight the
effect of enforcing continuous constraints, the polynomial solution is plotted with the discrete solution nodes (i.e.,
the nodes where discrete limiting would be performed) shown as individual markers. For the ℙ3 approximation, the
unlimited numerical scheme violated the global maximum principle bounds, shown by the dotted lines, both in terms
of the discrete solution nodes and the continuous solution polynomial. When discrete limiting was applied, it can be
seen that the limiting approach ensured that discrete solution nodes resided strictly within the bounds, but the solution
polynomial itself showed overshoots which violated the bounds. As such, if any applications required evaluating the
solution at different nodal locations, it is likely that the solution would not satisfy the given constraints. In contrast,
with the proposed continuous limiting approach, the entire solution polynomial resided within the given bounds, which
highlights the ability of the approach to continuously enforce constraints.

A similar analysis was performed with the ℙ6 approximation, shown in Fig. 11. Due to the higher-order polynomial
approximation, the resulting solution polynomial in the vicinity of the discontinuity was significantly more complex,
showing more local extrema. As with the ℙ3 experiment, the ℙ6 results showed that the unlimited scheme and the
discrete limiting method both violated the bounds across the solution polynomial, this time with undershoots instead
of overshoots in the discrete limiting method. However, the proposed approach still ensured that the entire solution
polynomial resided within the bounds, even with the high polynomial order causing a highly-oscillatory optimization
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Figure 10: Enlarged view of the solution profiles near the shock front for the Burgers’ equation compression/expansion
wave problem at 𝑡 = 0.5 computed using a ℙ3 approximation and 𝑁 = 24 elements with various limiting approaches and
global max principle bounds. Circle markers denote discrete solution nodes. Bounds (isocontour of 𝑔1(𝑢) = 𝑔2(𝑢) = 0)
shown by dotted lines.

landscape. These results particularly highlight the differences between the proposed continuous limiting method and
simple discrete limiting, showcasing the efficacy of the approach for applications where continuous boundedness may
be required.
5.3. Euler equations

The robustness of the approach was then evaluated for hyperbolic systems with nonlinear constraints through the
Euler equations, given in terms of Eq. (1) as

𝐮 =
⎡

⎢

⎢

⎢

⎣

𝜌
𝐦
𝐸

⎤

⎥

⎥

⎥

⎦

and 𝐅(𝐮) =
⎡

⎢

⎢

⎢

⎣

𝐦𝑇

𝐦⊗ 𝐯 + 𝑃 𝐈
(𝐸 + 𝑃 )𝐯𝑇

⎤

⎥

⎥

⎥

⎦

, (57)

where 𝜌 is the density, 𝐦 is the momentum, and 𝐸 is the total energy. The symbol 𝐈 denotes the identity matrix in
ℝ𝑑×𝑑 , 𝐯 = 𝐦∕𝜌 denotes the velocity, and 𝑃 denotes the pressure, computed as

𝑃 = (𝛾 − 1)𝜌𝑒 = (𝛾 − 1)
(

𝐸 − 1
2
𝐦⋅𝐦∕𝜌

)

, (58)
where 𝛾 is the specific heat ratio and 𝑒 is the specific internal energy. Unless otherwise stated, the specific heat ratio is
set as 𝛾 = 1.4. For brevity, we denote use 𝐐 = [𝜌, 𝐯, 𝑃 ]𝑇 to represent a vector of primitive variables.

Entropy solutions of the Euler equations reside within an invariant set corresponding to solutions with positive
density and pressure (i.e.,  = {𝐮 | 𝜌 ≥ 0, 𝑃 ≥ 0}) which correspond to physical constraints in gas dynamics. As such,
bounds can be imposed in terms of a linear density constraint and a nonlinear (quadratic) pressure constraint as

𝑔1(𝐮) = 𝜌 − 𝜌min and 𝑔2(𝐮) = 𝑃 − 𝑃min, (59)
with the limiting applied sequentially. While physically the density and pressure may be zero, it is typically necessary
to impose some minimum value to avoid numerical issues with the Riemann solver. Therefore, we impose a minimum
density/pressure bound as

𝜌min = 𝑃min = 10−11.
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Figure 11: Enlarged view of the solution profiles near the shock front for the Burgers’ equation compression/expansion
wave problem at 𝑡 = 0.5 computed using a ℙ6 approximation and 𝑁 = 24 elements with various limiting approaches and
global max principle bounds. Circle markers denote discrete solution nodes. Bounds (isocontour of 𝑔1(𝑢) = 𝑔2(𝑢) = 0)
shown by dotted lines.

5.3.1. Near-vacuum convecting density pulse
To verify that imposing positivity constraints via the proposed approach retains high-order accuracy at smooth

extrema, we consider the problem of a convecting density pulse in a near-vacuum state. The domain is set as Ω =
[−0.5, 0.5] with periodic boundary conditions, and the initial conditions are given

𝐐0(𝑥) =
⎡

⎢

⎢

⎢

⎣

exp
(

−200𝑥2
)

+ 2𝜌min
1

2𝑃min

⎤

⎥

⎥

⎥

⎦

. (60)

The problem consists of a smooth Gaussian density wave, shown in Fig. 12, convecting uniformly through the domain.
The ambient density and pressure are set to 2⋅10−11 which is very close to the minimum density/pressure bound. At
these near-vacuum conditions, an unlimited scheme would quickly diverge as the density and pressure attain negative
values, such that it is necessary to utilize positivity-preserving schemes. Furthermore, as the exact solution is only
marginally within the admissible set, continuous limiting methods which only provide a sufficient degree of limit-
ing (e.g., limiting based on Bernstein polynomials) can degrade the high-order accuracy of the underlying numerical
scheme as they may introduce numerical dissipation in regions where it is not necessary.

In Zhang and Shu [19], it was shown that the discrete positivity-preserving limiter retains the high-order accuracy
of the underlying DG approach. To verify that the proposed continuous limiting approach also exhibits this behavior,
the 𝐿∞ norm of the density error was evaluated after one pass-through of the domain (𝑡 = 1). The convergence of
this error is shown in Table 5 for varying approximation orders and mesh resolution. It can be seen that for the given
positivity-preserving constraints, the proposed approach also retains the high-order 𝑝 + 1 convergence rates of the
underlying scheme, even at smooth extrema, while effectively stabilizing the solution at near-vacuum conditions. This
can largely be attributed to the property of the proposed approach in which no limiting is applied to the high-order
solution locally if it is already continuously bounds-preserving (Corollary 3.1.1).
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Figure 12: Initial density field for the near-vacuum convecting density pulse.

𝑁 ℙ2 ℙ3 ℙ4 ℙ5

5 1.36 × 10−1 7.01 × 10−2 5.40 × 10−2 7.41 × 10−2

10 1.62 × 10−2 5.47 × 10−3 2.40 × 10−3 1.90 × 10−4

15 9.89 × 10−3 1.24 × 10−3 5.12 × 10−5 1.59 × 10−5

20 3.51 × 10−3 1.85 × 10−4 1.27 × 10−5 2.03 × 10−6

25 1.41 × 10−3 5.62 × 10−5 4.17 × 10−6 9.41 × 10−7

30 7.00 × 10−4 2.50 × 10−5 1.72 × 10−6 5.34 × 10−7

35 3.55 × 10−4 1.30 × 10−5 9.21 × 10−7 3.30 × 10−7

40 2.10 × 10−4 7.27 × 10−6 5.52 × 10−7 2.21 × 10−7

RoC 3.06 4.56 5.76 6.04

Table 5: Convergence of the density error in the 𝐿∞ norm at 𝑡 = 1 for the near-vacuum convecting density pulse at
varying approximation order with continuously bounds-preserving limiting and positivity-preserving bounds.

5.3.2. Leblanc shock tube
The extension to strong shocks and extreme flow conditions was performed through simulation of the Leblanc

shock tube, a notoriously difficult test case. The domain is taken as Ω = [0, 9] with Dirichlet boundary conditions, and
the initial conditions are given as

𝐐0(𝑥) =

{

𝐐𝐿 if 𝑥 ≤ 3,
𝐐𝑅, else,

(61)

where

𝐐𝐿 =
⎡

⎢

⎢

⎢

⎣

1
0

(𝛾 − 1)10−1

⎤

⎥

⎥

⎥

⎦

and 𝐐𝑅 =
⎡

⎢

⎢

⎢

⎣

10−3

0
(𝛾 − 1)10−10

⎤

⎥

⎥

⎥

⎦

. (62)

The specific heat ratio is set as 𝛾 = 5∕3. Due to extreme pressure ratios on the order of 109, the problem is extremely
challenging for numerical schemes, and a more in-depth description of the numerical difficulties of this case is presented
in Liu et al. [50]. Among them is the tendency for numerical schemes to overpredict the specific internal energy near
the contact discontinuity, such that the speed of the shock front is overestimated. This overestimation in the shock
speed typically requires an extremely fine resolution to mitigate. Since the purpose of this experiment was to evaluate
the bounds-preserving capabilities of the proposed approach, more reasonable resolution levels were used, such that
minor overpredictions in the shock speed are to be expected.
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Figure 13: Profiles of density (top left), velocity (top right), pressure (bottom left), and specific internal energy (bottom
right) for the Leblanc shock tube problem at 𝑡 = 6 computed with a ℙ3 approximation and 𝑁 = 1200 elements. Results
shown for positivity-preserving bounds with continuously/discretely bounds-preserving limiting augmented with a subcell
slope limiter.

The problem was computed using a ℙ3 scheme with 𝑁 = 1200 elements augmented with a subcell slope limiter.
For this case, simply utilizing the subcell slope limiter without positivity-preserving limiting still quickly resulted in
the divergence of the numerical scheme. A comparison of the discrete limiting method with the proposed continuous
limiting method is shown in the density, velocity, pressure, and specific internal energy profiles at 𝑡 = 6 in Fig. 13. Both
approaches quantitatively achieved similar result, with the only visually discernible difference being an underprediction
in the pressure field around the shock front by the discrete limiting method.

The distinction in the proposed continuous limiting approach became evident when observing the solution polyno-
mial in the vicinity of the shock. An enlarged view of the pressure profiles near the shock front is shown in Fig. 14 for
both the discrete limiting and continuous limiting approach, with the discrete solution nodes shown by markers and the
full solution polynomial shown by lines. It can be seen that while the discrete limiting method ensured that the pres-
sure at the discrete solution nodes was positive, it did not prevent undershoots in the polynomial approximation from
causing negative pressure values. In fact, the minimum continuous pressure for the discrete limiting method at 𝑡 = 6,
evaluated at 100 points per element, was −3.2⋅10−6. In contrast, the continuous limiting approach showed a positive
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Figure 14: Enlarged view of the pressure profiles near the shock front for the Leblanc shock tube problem at 𝑡 =
6 computed with a ℙ3 approximation and 𝑁 = 1200 elements. Results shown for positivity-preserving bounds with
continuously/discretely bounds-preserving limiting augmented with a subcell slope limiter. Circle markers denote discrete
solution nodes. Minimum pressure bound (isocontour of 𝑔2(𝐮) = 𝑃min) shown by dotted line.

pressure profile across the entire solution polynomial, even across the strong shock front. The minimum continuous
pressure for the proposed continuous limiting approach at 𝑡 = 6 was 6.6⋅10−11. This value aligns with the minimum
initial pressure (and the minimum pressure in the exact solution) which indicates that the additional dissipation in the
proposed approach is better suited at mitigating spurious undershoots even at the discrete level.
5.3.3. Sedov blast

For the final numerical experiment and a validation of the proposed approach for two-dimensional gas dynamics
problems, the Sedov blast wave [51] was considered. In this problem, an energy point-source in an ambient gas drives
an outward-running radial explosion. The problem setup is taken identically to the work of Maire [52], although the
entire domain is simulated instead of a single quadrant. The domain is set as Ω = [−1.2, 1.2]2 with periodic boundary
conditions. Due to the finite rate of propagation of the shock wave, the boundary conditions do not impact the solution
over the given simulation time. The initial conditions consist of an ambient gas with a constant density 𝜌0 = 1 and
velocity 𝐯 = 𝟎. Furthermore, the pressure in the domain is set to an ambient value of 𝑃𝑎 = 10−6 everywhere except
in the center-most element (i.e., the element centered at 𝑥 = 𝑦 = 0), where an overpressure value is set in terms of the
internal energy 𝑒0 and cell volume 𝑉0 as

𝑃0 = 4(𝛾 − 1)𝜌0𝑒0∕𝑉0. (63)
The element volume is simply computed as 𝑉0 = Δ𝑥Δ𝑦 = 2.42∕𝑁 , and the initial specific internal energy is set as
𝜖0 = 0.244816 which yields a shock front with a maximum density of 𝜌 = 6 and a radius of 1 at 𝑡 = 1. The factor of 4
in the initial pressure is used to account for the fact that the entire domain is being simulated instead of one quadrant.

The problem was computed with a ℙ2 approximation and 𝑁 = 2572 elements using the proposed continuously
bounds-preserving limiter augmented with a subcell slope limiter. Like with the Leblanc shock tube case, simply using
the subcell slope limiter without enforcing positivity constraints resulted in the divergence of the numerical scheme.
The contours of density, radial velocity, and pressure at 𝑡 = 1 are shown in Fig. 15. The typical blast wave structure was
observed, with a sharp shock front in the density and pressure field and a smoothly varying velocity field in the interior.
Minor mesh imprinting was observed in the velocity field. Additionally, the solution profiles on the positive diagonal
cross-section 𝑥 = 𝑦 (𝑥, 𝑦 ≥ 0) are shown in Fig. 16 in comparison to the analytic solution. Good agreement with the
analytic solution was obtained with the proposed approach. To evaluate the continuously bounds-preserving property
of the proposed scheme, the minimum density and pressure in the solution at 𝑡 = 1 were calculated across 1002 points
per element. At the final time, the minimum density was 1.5⋅10−3 and the minimum pressure was 5.9⋅10−11, well
above the minimum density/pressure bounds imposed.
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(a) Density (b) Radial velocity (c) Pressure

Figure 15: Contours of density (left), radial velocity (middle), and pressure (right) for the two-dimensional Sedov blast
problem at 𝑡 = 1 computed with a ℙ2 approximation, 𝑁 = 2572 elements, positivity-preserving bounds, and continuously
bounds-preserving limiting augmented with a subcell slope limiter.
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Figure 16: Cross-sectional profiles of density (left), radial velocity (middle), and pressure (right) for the two-dimensional
Sedov blast problem at 𝑡 = 1 along the positive 𝑥 = 𝑦 diagonal computed with a ℙ2 approximation, 𝑁 = 2572 elements,
positivity-preserving bounds, and continuously bounds-preserving limiting augmented with a subcell slope limiter.

6. Conclusion
In this work, we presented a novel limiting approach for ensuring that discontinuous Galerkin approximations of

hyperbolic conservation laws can enforce constraints continuously across the entire solution polynomial. The proposed
method relied on introducing a novel modification to the constraint functionals which allow for applying bounded
optimization techniques to find a limiting factor that ensures the limited solution is continuously bounds-preserving. An
efficient optimization approach was then introduced for finding this limiting factor. The proposed continuously bounds-
preserving limiting method was applied to a variety of hyperbolic conservation laws on structured and unstructured
meshes, ranging from linear scalar transport to compressible gas dynamics with strong shocks, showcasing the ability
of the approach in ensuring constraints are satisfied continuously.

The proposed approach has the potential for applications outside of the ones shown in this work as well as further
possible developments. Other applications include moving/deforming meshes such as in arbitrary Lagrangian–Eulieran
codes and enforcing constraints outside of the element for reconstruction-based methods. Improvements can also be
made in the optimization approach to ensure that the given solution is the true global minimum, such as combining the
optimization approach with a bounding method [40] on the constraint functional or even the Hessian itself. Further
improvements in the accuracy can be made by utilizing higher-order approximations of the limiting factor (or iterative
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limiting procedures) for nonlinear constraints as well as modifying the formulation to allow for enforcing bounds which
vary across the element.
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A. Algorithmic implementation

Algorithm 1 Algorithm for projecting optimizer step to element bounds
INPUT: 𝐱1, Δ𝐱, 𝐧 // Initial spatial location, optimizer step, and boundary normal vector
OUTPUT: Δ𝐱′ // Projected optimizer step
Project(𝐱1, Δ𝐱, 𝐧) :

// Compute next candidate spatial location.
𝐱2 = 𝐱1 + Δ𝐱
// Apply projection if next spatial location is out of element bounds.
if 𝐱2 ∉ Ω𝑘 then

// If initial spatial location is on element boundary, project search direction along boundary.
// Else project along search direction to boundary.
if 𝐱1 ∈ 𝜕Ω𝑘 then
Δ𝐱′ = (1 − 𝐧)⊙ Δ𝐱

else
Δ𝐱′ = 𝜂Δ𝐱 s.t. 𝐱1 + 𝜂Δ𝐱 ∈ 𝜕Ω𝑘

end if
else
Δ𝐱′ = Δ𝐱

end if

T. Dzanic: Preprint submitted to Elsevier Page 28 of 30



Continuously bounds-preserving discontinuous Galerkin methods for hyperbolic conservation laws

Algorithm 2 Optimization and limiting algorithm
INPUT: 𝐮, 𝐧 // Solution, element boundary normal vector
OUTPUT: 𝐮 // Limited solution
Limit(𝐮, 𝐧) :
𝐮 ← Convert nodal basis to monomial basis
𝐱min, ℎmin ← Compute discrete minimum of ℎ across solution/quadrature nodes
// Set minimum/initial values
ℎ∗ = ℎmin
Δ𝐱 = 0
// Iterate optimizer.
for 𝑛 ∈ {1, ..., niters} do
𝐉, 𝐇 ← Compute 𝐉 and 𝐇 as per Eq. (33) and Eq. (34)
// If Hessian is positive semi-definite, compute projected Newton–Raphson step.
// Else compute projected gradient descent step with backtracking line search.
if 𝑑𝑒𝑡(𝐇) > 𝜖 and 𝐇 is PSD then
Δ𝐱 = 𝐇−1𝐉
Δ𝐱 = Project(𝐱𝑛min,Δ𝐱,𝐧) // Compute projection (if necessary) as per Algorithm 2.

else
𝛽 = 𝛽0
Δ𝐱 = −𝛽𝐉
Δ𝐱 = Project(𝐱𝑛min,Δ𝐱,𝐧) // Compute projection (if necessary) as per Algorithm 2.
// Iterate backtracking line search.
for 𝑖 ∈ {1, ..., 5} do
𝛽 = 0.5𝛽
Δ𝐱 = −𝛽𝐉
if ℎ(𝐮(𝐱𝑛−1 + Δ𝑥)) ≤ ℎmin − 0.5𝛽‖𝐉‖2 then

break
end if

end for
end if
// Set next spatial location.
𝐱𝑛min = 𝐱𝑛−1min + Δ𝐱
ℎmin = ℎ(𝐮(𝐱𝑛min))
ℎ∗ = min(ℎ∗, ℎmin)

end for
// Compute and apply tolerance correction.
Δℎ = ‖𝐉‖2‖Δ𝐱‖2
ℎ∗ = max(−1, ℎ∗ − Δℎ)
// Compute limiting factor and limit solution.
𝛼 = max(0,−ℎ∗)
𝐮 = (1 − 𝛼)𝐮 + 𝛼𝐮

B. Subcell slope limiter
The slope limiter relies on formulating a high-order (unlimited) approximation, a low-order (slope-limited) approx-

imation, and an indicator metric for switching between the two. The high-order candidate approximation, denoted by
𝐮𝐻 , is simply the temporal update from the underlying high-order DG scheme. The low-order candidate approxima-
tion, denoted by 𝐮𝐿, is computed using a subcell approximation as described by Rueda-Ramírez et al. [12], Section
2.2. The temporal update is then performed by switching between the candidate solutions based on an a posteriori

T. Dzanic: Preprint submitted to Elsevier Page 29 of 30



Continuously bounds-preserving discontinuous Galerkin methods for hyperbolic conservation laws

indicator metric 𝜋(𝐮𝐿,𝐮𝐻 ) as
𝐮𝑛+1 =

{

𝐮𝑛+1𝐿 , if 𝜋(𝐮𝑛+1𝐿 ,𝐮𝑛+1𝐻 ) = 1,
𝐮𝑛+1𝐻 , else.

(64)

The indicator used in this work is a discrete maximum principle indicator similar to the multi-dimensional optimal
order detection (MOOD) indicator in the work of Dumbser et al. [53] and Dumbser and Loubère [15]. Given some
indicator variable of the solution 𝜇(𝐮), the indicator metric is computed as

𝜋(𝐮𝐿,𝐮𝐻 ) =

{

0, if 𝜇min ≤ 𝜇(𝐮𝐻,𝑖) ≤ 𝜇max ∀ 𝑖 ∈ 𝑆,

1, else,
(65)

where𝑆 = {1, ..., 𝑛𝑠} represents the discrete solution nodes. The bounds 𝜇min and 𝜇min are computed through a relaxed
discrete maximum principle on the low-order solution, i.e.,

𝜇min = (1 − 𝜖𝐷)
(

min
𝑖∈𝑆

𝜇(𝐮𝐿,𝑖)
)

(66)

and
𝜇max = (1 + 𝜖𝐷)

(

max
𝑖∈𝑆

𝜇(𝐮𝐿,𝑖)
)

. (67)

𝜖𝐷 represents a relaxation coefficient and is taken as 𝜖𝐷 = 10−2 in this work. For the gas dynamics equations, the
density field is used for the indicator variable 𝜇.
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