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SECOND-ORDER INVARIANT-DOMAIN PRESERVING
APPROXIMATION TO THE MULTI-SPECIES EULER EQUATIONS*

BENNETT CLAYTON?, TARIK DZANIC*, AND ERIC J. TOVAR'

Abstract. This work is concerned with constructing a second-order, invariant-domain preserving
approximation of the compressible multi-species Euler equations where each species is modeled by
an ideal gas equation of state. We give the full solution to the Riemann problem and derive its
maximum wave speed. The maximum wave speed is used in constructing a first-order invariant-
domain preserving approximation. We then extend the methodology to second-order accuracy and
detail a convex limiting technique which is used for preserving the invariant domain. Finally, the
numerical method is verified with analytical solutions and then validated with several benchmarks
and laboratory experiments.
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1. Introduction. The understanding of fluid interactions between multiple mis-
cible fluids remains a vital component of many engineering applications. For example,
accurate modeling of multi-species fluid mixing is crucial in combustion research for
predicting flame stability, ignition, and emissions characteristics, which directly affect
engine efficiency and pollutant formation. Furthermore, in climate modeling, under-
standing how different atmospheric gases and moisture interact and mix is essential
for predicting weather patterns and climate change impacts. Such fluid mixing phe-
nomena are also prevalent in fields like aerospace engineering, nuclear engineering,
and materials science, where accurate modeling directly impacts system performance
and safety.

Accurately simulating these complex flow phenomena has proven challenging for
many numerical methods, particularly for applications involving high-speed flows
where compressibility effects must be accounted for. Multi-species flows at high Mach
numbers introduce additional challenges due to phenomena such as shock waves, con-
tact discontinuities, rarefaction waves, and species interfaces. Developing robust and
high-fidelity numerical techniques capable of effectively capturing this behavior re-
mains an active area of research. A variety of numerical approaches have been pro-
posed for modeling multiphase compressible flows, with methods typically falling into
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2 B. CLAYTON, T. DZANIC, E. J. TOVAR

the categories of: 1) mixture fraction models, where mixing is modeled by the evolu-
tion of a scalar conserved field (i.e., the “mass/mixture fraction”) without resolving
individual species equations [31]; ii) multi-species (or multi-component) models, where
the evolution of individual species densities is modeled in addition to the momentum
and energy of the mixture [24]; and iii) multi-fluid models, where each species is
modeled as a separate fluid with individual conservation equations and interspecies
interaction terms [40].

The focus of this work is on the inviscid limit of the second approach — the
multi-species Euler equations. In particular, we are concerned with conservative ap-
proximations of the compressible multi-species Euler equations, where the equation of
state of each species is modeled as an ideal gas. In the context of numerical schemes
for hyperbolic conservation laws, namely gas dynamics, there has been growing in-
terest in the development of numerical schemes that are provably robust in the sense
that they guarantee the solution abides by known physical laws. For the multi-species
Euler equations, this corresponds to the preservation of physical invariants such as
positivity of species densities, positivity of internal energy (and consequently pres-
sure), and adherence to an entropy inequality. Early iterations of numerical schemes
which preserve positivity of species densities were shown in works such as that of Lar-
routurou [23]. To the authors’ knowledge, the first development of schemes which
provably preserve positivity of internal energy/pressure in multi-species flows was
shown in Shahbazi [36]. More recently, the minimum entropy principle for entropy so-
lutions of the multi-species Euler equations was proven in Gouasmi et al. [16], which
has led to the development of entropy-stable numerical schemes that adhere to an
entropy inequality for such equations [15, 33, 39, 5, 6].

The primary novelty of this work is the construction a second-order, invariant-
domain preserving approximation of the compressible multi-species Euler equations
which preserves physical invariants such as the positivity of the individual species
densities and internal energy/pressure as well as a local minimum principle on the
mixture entropy. We first give the full solution to the Riemann problem and derive
the local maximum wave speed — which, to the authors’ knowledge, has never been
explicitly derived before. We show that it is possible to estimate an upper bound
on the maximum wave speed of the one-dimensional Riemann problem in the multi-
species model, and then use this to construct a first-order invariant-domain preserving
approximation in the manner of Guermond and Popov [17]. We then describe a modi-
fied convex limiting technique [18] to blend a nominally second-order accurate scheme
with the first-order invariant-domain preserving approximation in such a way to re-
tain both the invariant-domain preserving properties and second-order accuracy. The
efficacy of the proposed scheme is shown in various numerical experiments involving
multi-species flows with strong shocks.

The remainder of this manuscript is organized as follows. We first describe the
multi-species model and thermodynamic assumptions in Section 2. We then give the
full solution to the Riemann problem and derive the maximum wave speed for the
Riemann problem in Section 3. The construction of a low-order invariant-domain
preserving approximation and a provisional high-order approximation is introduced
in Section 4, and the convex limiting technique is then described in Section 5. The
main result is given in Theorem 5.2. Finally, we present the results of numerical
experiments in Section 6.

2. The model problem. Let D C R? be a polygonal domain where d =
{1,2,3} is the spatial dimension. We consider a mixture of ns > 2 compress-

This manuscript is for review purposes only.



115
116

117
118
119
120

MULTI-SPECIES INVARIANT-DOMAIN PRESERVING APPROXIMATION 3

ible, inviscid species occupying D. We assume that at all times there exists at
least one species in a subset of D. We further assume that all species are in ther-
mal and mechanical equilibrium and ignore any effects due to molecular diffusion.
We define the conserved variable of the mixture system in question by: w(x,t) :=
((1p1y-- - Qn.pn.),m, E)T(x,t). Here, agpy, is the conserved partial density for each
species where k € {1,...,ns}, m is the mixture momentum and F is the total mechan-
ical energy of the mixture. We further define the following mixture quantities: density
—p(u) == >"12, agp; velocity —v(u) := m/p; internal energy —e(u) := E—QipHmH?Q;
and specific internal energy — e(u) := e(u)/p(u). The goal of this work is as follows.
Given some initial data uo(x) := ((1p1, - - -, Qn_Pn.)o, Mo, Eo)(x) at time £y, we seek
solutions that solve the following system in some weak sense:

(2.1a) O(agpr) + V-(vagpr) =0, ke {1,...,718},
(2.1b) om + V-(v@m+ p(u)ly) =0,
(2.1¢) OE +V-(v(E+p(u))) =0.

Here, 1 is the d x d identity matrix. We introduce the short-hand notation for the flux
of the system: f(u) := (vaypr, v@m+p(u)ly, v(E+p(u)))". We also define the mass
fractions of each species by Y := appr/p(u) and the respective volume fractions by
ay = agpr/pr where py is the material density defined through the equation of state
(see Remark 2.3). We denote the mass fraction and volume fraction vector quantities
by Y(u) := (Y1,...,Y,.)" and a(u) := (a1,...,a,,)", respectively. For the sake of
simplicity, we may drop the dependence on w when discussing the mass and volume
fractions.

Remark 2.1 (Alternative formulation). It is common in the literature to formulate
the system (2.1) in terms of the species mass fractions. Either in terms of the ns — 1
species mass fractions with the bulk density p (see: [24, Eqn. 1.1]):

2.2a) O (pY) + V-(vpYy) = 0, ke{l,...,ns—1},
2.2b) Owp + V-(vp) =0,

2.2¢) oym + V-(v @ m + p(u)ly) = 0,

2.2d) OE+ V- (v(E +p(u))) =0,

or just in terms of each species mass fraction:

(2.3a) Ot (pYr) + V-(vpYy) =0, ke{l,...,ns},
(2.3b) om + V-(v@m+ p(u)ly) =0,
(2.3c) OE +V-(v(E+p(u))) =0.

As stated in Larrouturou and Fezoui [24, Remark 1], each of these system formula-
tions, (2.1), (2.2), and (2.3) are equivalent. d

2.1. Thermodynamics. We assume that each species is governed by an ideal
gas equation of state. We further assume that the system is in thermal equilibrium
and mechanical equilibrium. Then, the bulk pressure for the ideal mixture is given
by:

._ ZZ; Yicpr cp(Y)

O Ve (YY)’

(2.4) p(u) := (v(Y) — 1)e(u), where v(Y)
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4 B. CLAYTON, T. DZANIC, E. J. TOVAR

denotes the mixture adiabatic index and {c,};2, and {c,x};2, are the material
specific heat capacities at constant pressure and volume, respectively. Note that ~,
Cv, and ¢, are technically functions of the conservative variables u; however, we write
only their dependence on Y for simplicity and clarity. We define the ratio of specific
heats by: vk = ¢pr/cvr and the specific gas constant by: 7y := ¢, — ¢, 5 for all
k € {1:ns}. Note that in [24, Prop. 2] it was shown that the system (2.1) is hyperbolic
if 7% > 1 holds for each species.

Since each species is governed by an ideal gas, the temperature is defined by
coxT = er and taking the mass fraction average we see that ZZ;l Yier = ¢, (Y)T.
Similarly we can take the mass fraction average of the p—T -Pk relation p% =T, to
find £ = r(Y)T" where we used the identity, Sors, Pk =30 % =2 and r(Y) :=

cp(Y') — ¢y (Y'). The specific internal energy identity follows:

- . _pe(Y) p ol
2 Yeew = )T = T30 = Ty 1y — )

In general, the temperature is recovered from:

(2.5) T(w) = L8

The mixture entropy is defined by ps(u) = Y72, apprsk(pr, er). It is assumed
that each material satisfies the Gibbs identity: T'dsy = dex + pd7i, where 7, =
plzl. Hence, the specific entropy for each material, k € {1:n,}, is given by, sp =
Cok log(ek/pzrl) + Soo,k, Where s i, is some reference specific entropy. The mixture

specific entropy is defined by:

(26) S = ZYkSk = ZY]CC’U k log ( ) + Yksoo k-

Using each material Gibbs’ identity and and the mass fraction average of the material
specific entropies, we have the mixture Gibbs’ identity:

Ns

(2.7) Tds= de+pdr — Y (ex + pri — T'si) dYs.
k=1

This is used in the derivation of the solution to the Riemann problem in Section 3.

Notice that the mixture entropy (2.6) is not written in terms of the conserved
variable u since it includes material quantities {py};=, and {ex},=; which are found
via the equation of state of each species. It can be shown that the mixture entropy
in terms of the conserved variables is given by ([35, Eqn. 16a]):

(2.8a) s(u) = ¢,(Y)log (%) + K(Y), where

(2.8b) Z ) (cv & log ( CE};) (Tg;))%_l) + soo,k) ,

Without loss of generality, we assume that so r = 0 for all k € {1 : n,}.
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MULTI-SPECIES INVARIANT-DOMAIN PRESERVING APPROXIMATION 5

Remark 2.2 (Mixture adiabatic index). In the literature, it is common to only
report the species adiabatic index, {yx }, rather than the specific heat capacities, {c, i }
and {c, r}. Discrepancies in the choice of {¢p 1} and {c,;} can result in drastically
different values of the mixture adiabatic index y(Y"). Consider the following valid
but extreme example. Let v; = 1.4 and 2 = 1.8. Then one may choose, ¢, 1 = 1.4,
cv,1 = 1, cp2 = 1800, and ¢, 2 = 1000. Let Y; = Y, = 1/2. Then, the the mixture
adiabatic index becomes, v(Y) = 1801.4/1001 ~ 1.8. Whereas, if ¢, o = 1.8 and
Cp,2 = 1, then 7(Y') = 1.6. O

Remark 2.3 (Dalton’s Law and material quantities). Note that the assumption of
mechanical equilibrium is not necessary to recover the mixture pressure (2.4). That
is to say, only thermal equilibrium and Dalton’s law’s are sufficient (see: Proposi-
tion A.1). However, thermal equilibrium and Dalton’s law alone are not enough to
recover the individual material densities {py}j.2,. Assuming mechanical equilibrium,

the material densities are then given by pi := ﬁ and the volume fractions are
recovered by ay, := %. O

2.2. Model properties. We now discuss properties of the model (2.1). It was
shown in Gouasmi et al. [16] that the total mixture entropy —ps(u) is a convex
functional and proved that a local minimum principle on the mixture specific entropy
similar to that of Tadmor [37]. We recall the result of [16]. Let u(x,t) be an entropy
solution to (2.1). Then the following is satisfied:

2.9 essinf s(u(x,t)) > essinf s(u(x,0)),
(2.9) o Infy (u(z, 1)) = o S5 E (u(z,0))
where R > 0 is some radius and vpy.x denotes the maximum speed of information
propagation. Furthermore, it was shown that the system (2.1) admits an entropy
pair.

DEFINITION 2.4 (Entropy solutions). We define the following entropy and entropy
fluz:

(2.10) n(w) == —ps(u),  qlu) = —vps(u).

Then the pair (n(w),q(w)) is an entropy pair for the system (2.1) weakly satisfying
V-q = (Vun(u))"V-£(u). The solution u(x,t) is an entropy solution for (2.1) if it is
a weak solution to the system and satisfies the following inequality in the weak sense:
om(u) + V-g(u) <0.

Following Guermond and Popov [17, Def. 2.3], we now define the invariant set of the
system.

DEFINITION 2.5 (Invariant set). The following convex domain is an invariant set
for the multi-species model (2.1):

(2.11) A:={ue R+ o > 0,k € {1:n,}, e(u) > 0, s(u) > Smin | »

where Smin 1= essinfzep s(up(x)).

We see that (2.9) implies the invariant set condition: s(w) > Spin-

The goal of this work is to construct a first-order numerical method that is
invariant-domain preserving with respect to (2.11) and satisfies discrete entropy in-
equalities. Furthermore, we would like to extend the method to second-order accuracy
while remaining invariant-domain preserving. The starting point for the first-order
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6 B. CLAYTON, T. DZANIC, E. J. TOVAR

methodology is the work of [17]. It is shown in [17, Sec. 4] if one can find the maxi-
mum wave speed to the Riemann problem for a hyperbolic system, then the first-order
method proposed therein is invariant-domain preserving and satisfies discrete entropy
inequalities.

3. The Riemann problem. In this section, we discuss the Riemann problem for
the multi-species model (2.1). For the sake of completeness, we give the full solution to
the Riemann problem. To the best of our knowledge, the elementary wave structure
for the model with two species was first analyzed in Larrouturou and Fezoui [24].
Furthermore, we present the maximum wave speed in the Riemann problem which
is necessary for constructing a first-order invariant-domain preserving approximation
that satisfies discrete entropy inequalities. To the best of our knowledge, the maximum
wave speed for the multi-species model has never been explicitly derived.

3.1. Set up and summary. Let n be any unit vector in R¢. Then the one-
dimensional Riemann problem for the multi-species model projected in the direction
n is given by:

ur, ifx <0,

(3.1) Ou+ 0, (f(u)n) =0, wu(x,0) = {UR £ 0.

Here u := (ayp1,- .., 0n, pn.,m, E)T where m := m-n is the one-dimensional momen-
tum in the direction of n. Note that the one-dimensional velocity is defined by v :=
vn = m/p. The quantity uz = ((a1p1)z,..., (Qn.pn.)z,mz,Ez)", Z € {L, R},
denotes either the left or right data. We assume that uz € A. It is shown in [24,
Sec. 2.3] and in §3.2 that the elementary wave structure for (3.1) consists of two gen-
uinely non-linear waves (either expansion or shock) and a linearly degenerate contact
wave with multiplicity ng. A consequence of this wave structure is that the derivation
of the maximum wave speed is the same for all ngy > 2 since the only modification
would be an increase in multiplicity of the contact wave. Furthermore, it is shown
that that the mass fractions Yy, for all k € {1:n,}, are constant on each side of the
contact wave (see Lemma 3.3). Consequently, 7(Y") is also constant on each side of
the contact. This property is fundamental when deriving the maximum wave speed
formula below. We now provide the novel formula.

PROPOSITION 3.1 (Maximum wave speed). Let Z € {L,R}. Assume p* is a
solution to ¢(p) = 0 where

(3:2a) ¢(p) = fr(p) + fr(p) + vr — vL,
(p—PZ)\/@7 if p>pz,
(3.2D) fa) =4, VI |
vzfl((ﬁ) vz *1), ifp <pz.
and Az = W’ By = Z—;}pz, cy = A’/ngz. Then the mazimum wave speed 1s
given by

(3.3) Amax(ur, ur,nrr) := max(|AL(p")|, \Ar(p")]),

This manuscript is for review purposes only.
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MULTI-SPECIES INVARIANT-DOMAIN PRESERVING APPROXIMATION 7

where
1 * —
Ar(p*) == vL—cL\/1+’7L+ max (u,O),
271 pL
1 * —
Ar(P®) :=vg+ CR\/l + R¥L max (w, 0).
2vr PR
3.2. Elementary wave structure. We now give a brief overview of the ele-
mentary wave structure. To simplify the elementary wave analysis, we introduce the

following mapping: u +— 6(u) where

2 \T
Q101 Qp,—1Pn,—1 m m
3.4 Bu::( ey — = p(u), —,F — ) .
4 = o) ow) " oy P g
Using the mass fraction notation, we have that 8 = (Y1,...,Y,. _1,p,v,pe)"T. Note

that the mapping u — 0(u) is a smooth diffeomorphism. It can be shown that the
eigenvalues of the Jacobian matrix, D, (f(u)n), correspond exactly to the eigenvalues
of the matrix B(0) := (Deu(0)) "t D(f(u(0))n)Deu(0) (see: [14, Chpt. I, Sec. 2.1.1]).
That is, a smooth diffeomorphic change of variables does not affect the eigenvalues of
the Jacobian matrix. In short, the conservation law (3.1) can be written as:

3.5a) 0Y; +v0,Y; =0, forie{lins—1},
3.5b) Orp + v0zp + pOyv = 0,
3.5¢) v + v0,v + pLOp = 0,
3.5d) O(pe) + v, (pe) + (pe + p)oyv = 0.

It can be shown that the transformed Jacobian matrix is:

o1 0 0 0
o’ v p 0
3.6 BO)=| _ _
( ) ( ) p 1(Dyp)T 0 v % )
o' 0 pe+P w
where (Dyp)" = (5—{,’1, ce %). The eigenvalues are given by A\ (0) = v — ¢,

A2 =v+c¢, and \; = v for i € {2:ns + 1}, where ¢ = \/yp/p. The corresponding
eigenvectors (as functions of @) are given by:

Onsfl €1 Onsfl Onsfl

-1 0 1 =

B ri=| sa|,m= 0 s Prg4l = 0 s T2 = | ~&1
P 18P 0 P
c Y=10Y;—1 c

for i € {2:n,} where {€;}ic(1.n,—1} is the canonical basis for R®s—1,

LEMMA 3.2. The I-wave and the (ns + 2)-wave are genuinely nonlinear and the
i-waves for i € {1:ns + 1} are linearly degenerate.

Proof. The wave structure is unaffected by the change of variables as shown in
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8 B. CLAYTON, T. DZANIC, E. J. TOVAR

[14, Chpt II, Sec. 2.1.1]. The derivative of A\; is

_@Cy=Def n—
2y(y—1) (c,ul/cvyl)
(2y—1) ng—1—

(38) DgAl(O) = _27’217710) (C’Z/cv,nsjl)

3

1

“3ne

Thus, DgA1(0) - r1(0) = 72—;1 - ”’le - 7("57;1) = —% < 0. A similar result holds
for A, 12. Then note that Dg);(8) = (0,,,1,0)T for all i € {2:ns + 1}, hence

DgAi(0) - 7;(0) = 0. This completes the proof. |

3.3. Solution to the Riemann problem. We now give the full solution to
the Riemann problem. We first show that the mass fractions are constant across each
nonlinear wave.

LEMMA 3.3 (Mass fractions). Let Yj(x,t) be the mass fraction weak solution to
the Riemann problem (3.1) for each k € {1:ns}. Then Yy (x,t) = Yy for all x < v*t
and Yi(x,t) = Yy r for all x > v*t for all t > 0 where v* denotes the speed of the
contact.

Proof. Assume that the left state, L, is connected to the state across the 1-
wave by a shock wave. Then the multi-species system satisfies the Rankine-Hugoniot
relations: Sp(ur —u.r) = (f(ur) —f(u.r))n. In particular, Sp(prYi L —perYr 1) =
(prLvrYer — psrvsrYr «r). This identity can be rewritten as, prYy (S —vr) =
P+LYk (S —v.r). From the conservation of mass, we have pr,(Sp —vr) = p«r(SL —
v,r,) and therefore we conclude that Yy, ;, = Yy, ,p for all k € {1:n,}.

Assume now that the left state is connected across a 1-wave by an expansion

wave. Note that Y, satisfies DD};’*‘ = 0, Y} + v,.0,.Y;, = 0 hence Y}, is constant across
an expansion wave. This same reasoning can be applied across the right wave. 0

Since each Y} is constant across the left and right waves, we conclude that (YY)
is constant across the left and right waves. Therefore, left of the contact (z/t < v.),
the pressure law obeys p = (v — 1)pe. Across the right wave the pressure law is given
by p = (yg —1)pe. Furthermore, from the Gibbs mixture identity (2.7) the differential
relationship on the left and right waves is:

(3.9) Tds = de+ pdr.

Hence, across the genuinely nonlinear waves, the pressure is p = —d.e(r,s). Fur-
thermore, it can be shown that the specific entropy, s, satisfies ;s + v - Vs = 0 as
indicated in [16, Sec. 2]. Hence, s is constant across expansions. From (2.8), the
specific internal energy as a function of s, 7, and Y is,

(3.10) e(w) = ()" exp (W)

From the differential relation (3.9), the pressure on an expansion wave (as a function
of p) is,

(3.11) p=((Yz) = 1)p"¥ exp ( (sz - K(Yz))) = Czp?,

Cy (Yz)

This manuscript is for review purposes only.
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for Z € {L, R}. The constant Cz, can be computed simply by Cz = pz/p}” since the
expansion waves begins from the constant state. We also have the same structure for
the Riemann invariants as in the single material case, in particular, the 1-Riemann
invariant is w1 (0) = v+ -2 and the (ny+2)-Riemann invariant is w;,, 2(8) = v— ffl.

Since v = 1, to the left of the contact and v = g to the right of the contact, the
pressure law is given by p = (vz — 1)pe for Z € {L, R} on each side of the contact,
respectively. The solution to this Riemann problem can be computed exactly as done
in Clayton et al. [8, Sec. 4] for p, p, and v. (A “two-gamma”’ approximation was
used in [8] for interpolating general equations of state, inspired by Abgrall and Karni
[1]; the connection to the multi-species model (2.1) was not yet made at the time of
the publication.) Once p, p, and v are known, the partial densities are computed by
appr = pYy, since the mass fractions, {Y}}, are piecewise constant. The fundamental
methodology of constructing the solution can also be found in Toro [38; Sec. 4],
Godlewski and Raviart [14, Chpt. III, Sec. 3], and Lax [26]. For brevity, we simply
present the result.

The pressure in the star domain is determined by solving the following nonlinear
equation:

(3.12) ¢(p) = fr(p) + fr(p) + vr —vL =0,
where
(p_pZ) Aiév ifp>va
(3.13) fap) =<, T, VA ,
=4 ((p%) = 1)7 if p<pz,
for Z € {L,R} and where Ay = W, By = jéﬁpz, and ¢z = %. The

details for this derivation can be found in and are independent of the number of
materials present. Let c(x,t) := (p(z,t),v(x,t),p(z,t))T be the primitive state of the
solution to the Riemann problem for the multi-component Euler equations. Define
the self-similar parameter £ := £. Then the weak entropy solution to the Riemann

t
problem is given by:

cr, if £ <AL (P7),
crr(§), if A7 (p*) <€ <AL (pY),
_ )¢ if \f (p*) <€ <o,
(3.14) c(x,t) = e, if ot < € < Az (p")
crr(§), if A (p*) <€ < AL(pY),
where
_ 2 (v = Dlvp =\ 5= T
a150) ena(@) = (or (g + ) e F (). p(6))
. crL(A]), if p* < pr
3.15b =
(3150) CL {(Pi,v*,p*)T if p* > pL

(3.15¢) crr(&) = <pR<7R2+ - (m(leJ)r(?ljfcR 5))F,UR+fR(p(§))’pR(§))T

(3.15d) ct = crRr(AR); if p* < pr
(PRov*,p*)T ifp* > pr
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2 —
where pr(§) = PL(7L+1 + %(UL - f)) ot pr(§) = PR(ﬁ - %(UR -

3) ”Rg‘l, pr(§) == Crpr(§)", and pr(§) := Crpr(€)7®. Across a shock, the density
is:

1
* pZ(pZ + ":’iJrl)

’Yz+1 Pz

for Z € {L, R} where p* solves (3.12) and v* = vr, — fr(p*) = vg + fr(p*). The wave
speeds are given by:

1 F—
AL (p") =L —cL\/l—i- et max (p pL,O),

)

2L pL
w21
_ * _ 4 M *
I o LAl T R
AL(p )7 lfp ZpLa
1 *—
2R PR
w JR—1 i
)‘E( *) — {UR+fR(p*) +CR(5R) 2R ) lfp* < PR,
)‘Jfra(p*)v ifp* > PRr-

From Clayton et al. [8], the waves are well ordered from the following lemma.

LEMMA 3.4. For vp,vgr > 1 and cp,cr > 0, we have that,

AL(P) S AL(PY) S v < v S AR < AR

We now present an essential result necessary for constructing the numerical methodli
described in Section 4.

LEMMA 3.5 (Minimum entropy in the Riemann solution). Let u(z,t) be the weak
solution to the Riemann problem (3.1) defined by (3.14). Let Amax denote an upper

bound on the mazimum wave speed. Let the average of the Riemann solution be given
Amanct (x,t)dx. Then w(t) satisfies:

maxt

by: u(t)

(3.17) s(@(t)) > min(s(ur), s(ur)).

Proof. Since (ps)(u) is concave, we can apply Jensen’s inequality:

Nmaxt
(3.18) pat) = ——— [ (ps)(u(a,t) da.
2 maxt J —Amaxt
Consider the case that the L-wave is an expansion wave. Then the entropy is constant
up to the contact: v* = x/t. That is, s(u(x,t)) = sy, for all x < v*¢. In the case, that
the left wave is a shock, one has that the specific entropy must increase. This can be
seen by noting that left of the contact, x < v*t, the equation of state behaves as a single
material equation of state due to Lemma 3.3. As such, since the shock is compressive,
the entropy must increase (See: Godlewski and Raviart [14, Chpt. III, Sec. 2] for
more details). Therefore, s(u(z,t)) > sy, for all # < v*t. The same reasoning can
be applied across the right wave. Therefore, s(u (x t)) > min(sy, sg), pointwise a.e.

for all ¢ > 0. Therefore, (ps)(@(t)) > % Amat Pz, t)dz = p(t) min(sz, sg).

But (ps)(w(t)) = p(t)s(u(t)), hence the result follows. d

This manuscript is for review purposes only.
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4. Approximation details. The spatial approximation we adapt in this paper
is based on the invariant-domain preserving methodology introduced in Guermond and
Popov [17]. The low-order method can be thought of as a discretization-independent
generalization of the algorithm proposed in Lax [25, pg. 163]. Various extensions for
the compressible Euler equations have been proposed in [18, 8, 9, 7]. For the sake of
brevity, we omit the full approximation details and refer the reader to the previous
references.

4.1. Low-order method. We now introduce the low-order approximation. Let
V denote the index set enumerating the degrees of freedom. Let Z (%) denote an index
set for the local stencil for the degree of freedom, i. Then, for every i € V and j € Z(i),
the low-order method with forward Euler time-stepping is given by:

m; n n n n n n n
(A1) TUPTT U = Y[ (EU)) - £(UD) ey + dl (U7 - U7
JEL(5)
where
(42)  d%" = max(nan (U7 U7 i) e | Amax (U7, U2 7050) el

and Xmax > Amax 1S a suitable upper bound on the maximum wave speed in the local
Riemann problem for (U}, U}, n;;). It is shown in [17, Rem. 3.1] that the method (4.1)

is globally mass conservative; that is to say >, m U = > ey miUy. When
using linear finite elements as the underlying discretization, the method is formally
first-order accurate in space [17].

As shown in Proposition 3.1, the computation of the discrete local maximum wave
speed, Amax, would require the solution to a nonlinear equation for every (i, j) pair
which can be quite costly. Instead, we opt to use an upper bound on the maximum
wave speed, Amax, which will be more efficient to compute. As referenced in Section 3,
the maximum wave speed can be found in Clayton et al. [8] as well as an algorithm
for computing the upper bound [8, Alg. 1] which we use in this work.

THEOREM 4.1 (Invariant-domain preserving). The low order method in (4.1) and

(4.2) using the upper bound on the mazimum wave speed, Xmax, described in [8, Alg. 1]
L,on+1

under the CFL condition 1 + L > 0 is invariant-domain preserving. That is,

U?’"H € A for all i € V. Furthermore, the update U?’"H satisfies discrete entropy
inequalities.

Proof. The proof follows directly by the application of Theorem 4.1 and Theorem
4.7 in Guermond and Popov [17]. |

4.2. Local bounds. An important and well-known property of the method (4.1)
is that it can be WJ{iltten as a convex combination of “bar states” under the CFL

L,n
condition 1 + % >0:
2rdy " 2rd" _,
(4.3a) Ut = (1 + 77%71 Ul + Z *—U,;, where
‘ JET*(i) '

ij

When dZ" is defined by (4.2), it can be shown that UZ € A (see: [17, Thm 4.1]).

This manuscript is for review purposes only.
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12 B. CLAYTON, T. DZANIC, E. J. TOVAR

_ Remark 4.2 (Bar states). An important result regarding the bar states (4.3b)
{Uij} is that they are the average of the discrete Riemann solution. That is, U;; =

w(t), where w(t) is the average of the Riemann solution for the state (U}, U7, n;;) at
the time ¢t = HC;J# This is a classical result (see: [17, Lemma 2.1]). O

Notice that (4.3a) is a convexr combination of the states {UZ} and therefore satisfies
local bounds in space and time. More specifically, we have that if U?’nﬂ € A for all
i €V, then \I'(UL > min;ez () \I'(UZ) where ¥ (u) is any quasiconcave functional.
This fact will be used in the convex limiting section §5.2.

4.3. Provisional high-order method. We now present a provisional high-
order method with forward Euler time-stepping. The method follows that of [9,
Eqn. 3.1] where the modification here is in how the “entropy indicator” is defined
(see: §4.4). For every i € V and j € Z(i), we define the higher-order update:

(4.4a) Dt _yr) = > [ngub”l:;“—b FIb } with
T
JEZ(1)

(44b> Fg,n — —(E(UJ) _ ﬂ_-(U ))Clj + dH n(U Un FH n ., Z FH s
JEZL(4)

Here, two modifications have been made to the low-order method (4.1) to achieve
higher-order accuracy in space. (i) We replaced the lumped mass matrix by an ap-
proximation of the consistent mass matrix to reduce dispersive errors. That is to say,
with X € R?, where I := card(V), we have (M~1X); ~ X; + > jeziiy(igX; — bjiX;)

M4

where b;; 1= 0;; — o and 0;; denoting the Kronecker symbol. (ii) We replaced the

low-order graph-viscosity coefficient by dz};n =3+ di‘j" where (" € [0,1]
is an indicator for entropy production and scales like O(h) for piecewise linear finite
elements where h is the typical mesh size.

4.4. Entropy indicator. We now introduce an entropy indicator which is in-
spired by [9, Sec. 3.2]. The idea is as follows. For every i and at every ¢", we consider
a surrogate evolution of the full mixture: 9w + V-£%"(w) = 0 where w := (p,m, E)"
and

m, 4 _
(45)  Fw) = [vemapn@l, |, ) = (P - 1) pe(w),
v(E+p"(w))
where ™" = minjcz(;) 7(Y;"). Note that we have slightly abused notation by

introducing e as a function of w; however, we emphasize that e(w) = e(u) = p~'E —
2|lv[|%. We further define the respective “surrogate entropy pair” for the flux (4.5)
by:

1

(460w = (Pelw) T - L () ewy) T

(4.6b) F""(w) := vn""™(w).

Here, W} := (p?, m(U}), E(U}))" where I8 =y 1 kpk(U;). The idea now is
to measure a discrete counterpart to: V-F% ”( ) = (Vn"™(w))TV-£4"(w) which

This manuscript is for review purposes only.
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MULTI-SPECIES INVARIANT-DOMAIN PRESERVING APPROXIMATION 13

can be thought as an estimate to “entropy production”. This is done via the entropy
indicator ¢ defined by:

[N
4.7 n= L ,
WIS D W)
(4.7b) NP = 0 [F (W ey — (Vun™ (WHT(E" (W] )es;)]
JET(4)
(4.7¢) Dp =Y F(Wiey|+ D> [(Van™(wi) (£ (W))ey))|
JEL(i) JET(4)

where m; is the respective mass associated with the degree of freedom i and |D]| is
the measure of the spatial domain.

We illustrate the performance of the entropy indicator in Figure 1 with a two-
species extension of the standard Woodward-Colella blast wave benchmark [41] using
3201 Q; degrees of freedom. We assume that the high-pressure regions contain only
air (y1 = %) and assume the low-pressure region contains only helium (y2 = %)
The results are presented for the time snapshots ¢ = {0.015s,0.038 s}. We see that the
entropy indicator (deep red) is almost zero everywhere except at the discontinuities
of the mixture density (black). We further see that at the mass fraction Y; (teal)
discontinuities, the entropy indicator is small which implies the method is near optimal

at the species interface.

4 N [—» 41
Y
—r
3 3
21 2
) — g
- |
0 ; ; + | 0 ; ; ; >
0.4 0.6 0.8 1 0.4 0.6 0.8 1
X X
(a) t = 0.015 (b) ¢t = 0.038

Fig. 1: Entropy indicator illustration with multi-species Woodward-Colella blast wave.

5. Convex limiting. It is discussed in [9] that the provisional high-order up-
date U™ defined in the previous section is not guaranteed to be invariant-domain
preserving. In this section, we present a convex limiting technique that corrects this
issue. The novelty of the approach in this paper is the limiting procedure for enforcing
the minimum principle on general concave functionals described in Section 5.2. This
procedure will be used to enforce: i) a local maximum and minimum principle on the
partial densities, ii) the positivity of the mixture internal energy and iii) the minimum
principle on the mixture entropy
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5.1. Set up. The methodology is loosely based on the Flux-Corrected Transport
methodology (see: [42, 4, 22]) and follows directly the works of [18, 9]. The limited
update is given by:

(5.1a) urtt= Y (UZ-L’"+1+€?J-PZ-),
JETO\i}
n T H,n Ln H,n H,n
(5.1b) Pl = (FIm = Rl b P — b )

where the limiter coefficient is such that £}; € [0, 1] and is defined to be symmetric
075 = 0%, The weights w; form a set of convex coefficients and are defined by w; :=

Wli)\{i})' Note that when £}, = 0, the update (5.1a) reduces to urtt = gt

Similarly, when £} = 1, the update (5.1a) reduces to U;H'l = UiH’"H. Note that for
each 7 € V, the update (5.1a) is a convex combination of the states UZ-“’"H + 5P
for all j € Z(i) \ {i}. Thus, if we can find an ¢j; for each pair (7,j) such that

Ut +4 P € A, then the update (5.1a) will be a convex combination of invariant-
domain preserving states and thus invariant-domain preserving itself. We now present
a general algorithm for finding the optimal limiter coefficient such that the limited

updated is invariant-domain preserving.

5.2. General limiting on concave functionals. In this section, we simplify
the limiting process described in [19] by using a linear interpolation between the low-
order update and high-order update. The method is only slightly more restrictive as
it requires the functional to be concave rather than quasiconcave as a function of the
conserved variable u. We note that the partial densities are trivially concave and the
internal energy is concave (see [18, Sec. 4.1]). Furthermore, it was shown in Gouasmi
et al. [16, Sec. 2], that ps(u) is also concave. Thus, the constraints of interest for the
multi-species model (2.1) will all be concave. More specifically, we define:

(5.2a) W () = (awpp) (w) — (awp)™™",

(5.2b) WP (w) = ()™ — (awpr) (w),

(5.2¢) W2t () = e () — e,

(5.2d) Pt () o= o(u) — o,

for k € {1:n,} where o(u) := ps(u). The local bounds are defined as follows:

(5.3a) (akpk)zmin’" = j?}ﬁ)((akpk)iﬁ (ckpr);), emin . — min (s(UZ-),e(U?))

(5:3b)  (onpr)™" = max ((akpr)yy, (akpr);), o™ := min o(U}),
JEL()

It was shown in §4.1 that the low-order update satisfies \I/”(U?’"H) >0foralieV
and every v in the ordered set {1:2ns + 2}. From Lemma 3.5 and Remark 4.2, we
see that the expected discrete minimum entropy principle is encoded in the inequality
\Ij2ns+2(UL,n+1) >0
i i Z U
Remark 5.1 (Locally invariant-domain preserving). Note that the above bounds
can be used to define a local invariant set since \IIV(UL’”H) >0 for all ¢ € V. That

7
is, for each degree of freedom i € V we define:

2ns+2
v=1
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MULTI-SPECIES INVARIANT-DOMAIN PRESERVING APPROXIMATION 15

where
(5.5) B ={Uec A:¥7(U) >0,Vj€Z(i)}.

Then U{-""‘H € B; C A (recall A is defined in (2.11)). This property is stronger than
the typical “positivity-preserving” since it includes a local minimum principle on the
specific entropy. O

We would like to emphasize that the order of the limiting is essential. For example,
if the high-order partial densities are negative and one tries to first limit the entropy,
then the method will fail as the entropy requires the logarithm of the mixture density.
We define the interpolation between the low-order update and the high-order update
as follows:

WUy e, P - B (U

J
Ei,u—l +e

(5.6) g5 (0) = Wy (U 1 ¢ ;

for £ € [0,@',”71], E{,o =1, and 0 < € < 1 is a machine precision constant to avoid
division by zero. Note that g;;(0) := T (UP"TY) > 0 for all v € {1:2n, 4 2}. The
goal is to find £] , € [0,1] such that g};(¢] ,) > 0 for all v € {1:2n,+2} in a sequential
manner. If &7 (UL +£g7V71PZ») > 0, then EZJ, = Kg,ufr If this is not the case, then
we find the root of g; (ﬁg,y) = 0 with a one step regula falsi approach which is given
by:

J vpbon+l
(57) EZ v = min g-z v Li(gli,y—lii» 6)\:[17, (Uz ) - - )
| VU P - e (U

Under this sequential limiting, we see that z{anﬁz < Eﬁéns“ << 63,1 < ég’o =1
for every i € V and j € Z(4) \ {i}.

In order to make the limiting methodology precise, we frame the problem as the
construction of a symmetric matrix, £ € Sym(|V|,R), defined by £ := min(L, L")
(with the min operation being defined component-wise). The entries of L are given
by:

v . ifjeZ@)\{i
(5.8) (L)ij = 7,2ns+2 J ( ) \ { }a
1, otherwise.
Note that the symmetrization of the limiter guarantees global mass conservation [18,

Sec. 4.2]. The algorithm for computing the limiter for each (i,j) pair is given in
Algorithm 1 We now give the main result of the paper.

THEOREM 5.2 (Invariant-domain preserving). Let the limited update U?H be
defined by (5.1) for alli € V combined with limiter procedure outlined in Algorithm 1
for all 5 € Z(i). Then, U?‘H is globally mass-conservative and satisfies the local
bounds (5.2), WF(UM™ Y >0, for all k € {1:2n, + 2}. That is, the update U™ is
invariant-domain preserving.

5.3. Relaxation of bounds. It is known that one must relax the bounds for
achieving optimal convergence in the L norm (see: [21] and [18, Sec. 4.7]). In this
work, we directly follow [18, Sec. 4.7.1] for the relaxation of the partial density bounds
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Algorithm 1 Compute the limiter ¢}, for the pair (i, 7)

Input: {U?’"H}, {P%

Output: £
(L)ij =1, for all 4,5 € V.
for i € V do
for j € Z(i) \ {i} do
for v € {1:2n, + 2} do
if WU 44, P) > 0 then
‘ g?,u = Zz,ufl'
end
else
‘ Compute ég’u from (5.7).
end
end
(L)U = 52,2n5+2
end

end
L :=min(L,LT)

and the mixture internal energy bound. As opposed to [18], we propose a different
relaxation of the specific entropy bound s™™:

min,s

Cv(}fi)

(5.9) s™M = max (CU(YZ') log [(1 — Th.) €Xp ( )} i _ Asmin77j>7

\1.5/d
where 7y, ; = (I%ll) / and

(510) Asmin,i _ S(%(U? + U";L)) _ Smin’i.

max
JEL(D)\{i}
We note that the physical entropy in [18] was assumed to always be positive. However,
the physical entropy of the mixture (2.8) can be negative. Thus, if the specific entropy
happens to be close to zero, then typical relaxation of [18] in the form (1 —ry, ;)s™™?
fails to provide a proper relaxation, hence the reason for the “log-exp” transformation
in (5.9). We further note that the relaxation on the physical entropy leads to a
“weak” enforcement of the minimum entropy principle as stated in [18]. This is
observed numerically. Without the relaxation, the minimum entropy principle is
exactly enforced.

6. Numerical illustrations. We now illustrate the proposed methodology. In
particular, we i) verify the accuracy of the numerical method with smooth analytical
solutions and an exact solution to the Riemann problem; ii) compare with standard
benchmarks in the literature; iii) validate the proposed model by comparing with
small-scale experiments.

6.1. Preliminaries. The numerical tests are performed with the high perfor-
mance code, ryujin [30, 20]. The code uses continuous Q; finite elements on quad-
rangular meshes for the spatial approximation and is built upon the deal.II finite
element library [2]. For all tests, the time-stepping is done with a three stage, third-
order Runge-Kutta method which is made to be invariant-domain preserving following
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the techniques introduced in [11]. The time step size is defined by 7 := 37, where 7,
is computed during the first stage of each time step using:

n := CFLmax nz ,
i€V 2|d n|

where CFL € (0,1] is a user-defined parameter. For the sake of simplicity, we set
CFL = 0.5 for all tests. All units are assumed to be SI units unless otherwise stated.

2. Verification. We now verify the accuracy of the numerical method. To
quantify the error, we introduce the following consolidated error indicator at time ¢
which measures the L7-norm for all components of the system:

(6.1) Z ek, (8) — wr(®)llg.

||uk Mg

Here, uy(t) is the exact state for the k-th component of the solution and wp i (t) is
the spatial approximation of the k-th component.

6.2.1. 1D two-species smooth traveling wave. We consider a two-species
extension of the one-dimensional test proposed in [18]. The test consists of a two
traveling partial density waves with constant mixture pressure and mixture velocity.
Let po = 1kgm™ be the ambient mixture density. The partial density profiles are
defined by:

(6.2a)
pla,t) =470 +20(x1 — x0) "% (x — vot — 0)* (21 — x +wot)?, if wo < & —wot < 1y,
7 Po, otherwise,
3 1
(6.2b) (1p1)o(z,t) = 1% plx,t), (aap2)o(z,t) = 1% plz,t),

where x9p = 0.1m and xyp = 0.3m. The mixture pressure and velocity are set to
p(z,t) = 1Paand v(z,t) = 1ms™!, respectively. Each species is characterized by the
equation of state parameters v, = 1701085 = 43321(')4. The computational domain is
defined by D = (0,1 m) with Dirichlet boundary conditions. The tests are performed
on a sequence of uniform meshes. The final time is set to t; = 0.6s. We report the
consolidated error d4(ts) for ¢ = {1,2, oo} and respective convergence rates in Table 1.
We observe optimal convergence rates.

6.2.2. Riemann problems. We now verify the proposed method by comparing
with exact solutions to the Riemann problem which is provided in Section 3.2. In this
paper, we use the Riemann data given in [35, Tab. 2] for tests “RP1” and “RP2”. We
recall the respective details in Table 2. The Riemann data is given for the variable
w(w,t) = (Y1,p,v,p)T. Weset Yo = 1—Y;. The conserved partial densities are set by
ai1p; = Yip and asgps = Yap. For each test, the computational domain is defined by
D = (0,1m) with Dirichlet boundary conditions. The diaphragm is set to xo = 0.5 m.
The convergence tests are performed on a sequence of uniform meshes. We observe
an asymptotic rate of 1 which is expected in the L!'-norm. We show the output for
both Riemann problems with various refinement levels in Figure 2.

6.3. Benchmarks. We now benchmark the efficacy of the proposed scheme in
terms of canonical flow problems in the literature as well as novel problem configura-
tions.
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I

101
201
401
801
1601
3201
6401
12801
25601

()
1.738 x 1072
3.145 x 1073
2.775 x 10~4
1.790 x 10~°
1.878 x 10~
2.255 x 10~7
2.694 x 108
3.206 x 1079
3.859 x 1010

2.47
3.5

3.96
3.25
3.06
3.06
3.07
3.05

82 (ty)
4.519 x 1072
1.021 x 102
8.982 x 1074
4.748 x 1075
6.039 x 1076
8.543 x 10~7
1.211 x 107
1.721 x 10~8
2.451 x 1079

2.15
3.51
4.24
297
2.82
2.82
2.82
2.81

3°(ty)
1.462 x 101
4.209 x 1072
4.930 x 1073
2.102 x 10~4
3.767 x 1075
6.967 x 1076
1.278 x 106
2.369 x 1077
4.383 x 1078

1.8

3.09
4.55
2.48
2.43
2.45
2.43
2.43

Table 1: Errors and convergence rates for 1D two-species smooth traveling wave
problem.

wy, WR Ly 1 Y2

T T 1.5 1.3

RP1 (0.5,1,0,1) (0.5,0.125,0,0.1)T 0.2 5 13
RP2 (1,1.602,0,1 x 106)T  (0,1.122,0,1 x 10°)T 3 x 107*s 2% 1192

Table 2: Initial conditions and problem setup for the 1D Riemann problems.

I 8 (ty) I d'(ty)

101 6.909 x 102 101  2.898 x 10~!
201 3.586 x 1072 0.95 201 1.809 x 10~' 0.68
401 1.972x 1072 0.86 401 8.092x 1072 1.16
801 1.168 x 1072 0.76 801 5.387 x 1072 0.59
1601  7.607 x 10~3  0.62 1601 3.478 x 10~%2  0.63
3201 4.424 x 1073 0.78 3201 2.087 x 1072 0.74

6401 2473 x 1073 0.84 6401 1.115x 1072 0.9
12801 1.270 x 103 0.96 12801 5.544 x 103 1.01
(a) RP1 (b) RP2

Table 3: Errors and convergence rates for 1D Riemann problems.

6.3.1. 2D — Shock-bubble interaction. We first consider a two-dimensional
shock-bubble interaction. Although there are many variations of this problem in the
literature (e.g., [32, 34]), we choose to simulate the physical experiment described

in [28]. The experiment consists of a shock wave traveling at Mach 1.43 in air
(v = 3%%) colliding with a krypton bubble (12 = 2i2). We note that the phys-

ical setup utilized a “straw” to fill the krypton in a thin soap bubble to prevent
the gas from diffusing into the air. However, we note that the encapsulating soap
bubble cannot be described by the current model and the “straw” cannot be prop-
erly modeled in two dimensions. Thus, we consider the air and krypton as the only
species in the numerical simulation. Let pghock = 2.025655508041382 kg m ™3, vghock =
212.66552734375 ms ™!, Pshock = 224835 Pa. Then, the initial state is given as follows:
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Fig. 2: Mixture density (left) and pressure (right) at t¢ for the 1D Riemann problems
computed using varying mesh resolutions.

(1, Pshock (Ushocky O)vpshock)7 if ;7 < 0.03m
(6.3)  w(z,t) =4 (0,3.408,0,101325), if |z — 2|, < 0.022m,
(1,1.163,0,101325), otherwise.

where x;, = (0.052m,0.04m) denotes the center of the bubble.

The computational domain is set to D = (—0.12m,0.88m) x (0,0.08 m). To
ensure mesh convergence (or at least close to), we run the simulation with 20,496,281
Q1 DOFs which corresponds to 16,000 elements in the z-direction and 1,280 elements
in the y-direction. The final time is set to ¢ = 1230 us. The numerical Schlieren
for the partial density «jp; plot is compared with the results in [28, Fig. 5]. In
Figure 3, one sees that the vorticity in the physical experiment is not as noticeable
compared to the numerical Schlieren. This difference has been discussed in Layes and
Le Métayer [27, Sec. 4. B] and Giordano and Burtschell [13]. Overall, we resolve the
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Fig. 3: 2D Shock-bubble — Numerical schlieren output (with respect to the air partial
density) at ¢t = {0, 246,492, 738,984, 1230} us.

Fig. 4: 2D Shock-bubble — A zoomed in snapshot of the mass fraction for krypton at
t = 1230 ps.
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typical flow features of standard shock-bubble type problems and compare well with
the simulations presented in [27, Fig. 7].

6.4. 2D — Simplified inertial confinement fusion configuration. We now
perform a simulation of a multi-species implosion problem akin to inertial confine-
ment fusion (ICF)-type configurations inspired by [3, Sec. 6.6]. A demonstration
of physical experiments with similar setups can be found in Li et al. [29]. The
problem consists of a circular Mach 5 shock wave converging towards a species in-
terface inducing Richtmyer—Meshkov instabilities in the flow. These instabilities
are seeded by perturbations in the interface, which drive the flow into a chaotic
mixing state with distinct vortical structures. We simulate a shock wave moving
through ambient air (y; = %%2) with an internal helium region (v, = 5122). Let
Pshock = 5.002322673797607 kg m ™3, Ughoek = 1.4966877698898315 ms™1, pshock =

2.8997678756713867 Pa. The set up is as follows:

(6.4)
(1, Pshocks —VUshock g » Pshock) if 1.1 < ||z,
w(x,t) == ¢ (1,1,0,0.1), if 1 +0.02cos(80) < ||| < 1.1,
(0,0.05,0,0.1), otherwise,

where 6 = arctan(xs/x1). See Figure 5 for the visual representation of the initial
conditions.

The computational domain is the disk characterized by R = 1.2m centered at
(0,0). The mesh is composed of 12,582,912 elements with 12,587,009 @Q; degrees
of freedom. We enforce Dirichlet conditions on the boundary. The final time is
set to ty = 0.5s. The contours of density (left) and mass fraction Y; (right) are
shown in Figure 6 at various times ¢ = {0.2s,0.4s,0.6s}. The effects of the interface
perturbation can be seen initially in the deformation of the shock structure and contact
line. These Richtmyer—Meshkov instabilities formed into several distinct quasi-radially
symmetry vortical structures stemming from the peaks of the interface perturbations.
The interaction of the shocks and contact discontinuities with these vortical structures
then forced the flow into a more chaotic mixing state. These small-scale flow features
and flow discontinuities were well-resolved by the proposed numerical approach.

6.5. 3D — Axisymmetric triple point shock problem. We now illustrate the
method with a three-dimensional triple point problem which was originally introduced
in Galera et al. [12, Sec. 8.3]. This problem is often used to demonstrate material
interface tracking in Lagrangian hydrodynamics as the problem naturally induces
vorticity. Instead of the usual set up, we consder a modification which can be thought
of as an “Eulerian” extension of the axisymmetric configuration introduced in Dobrev
et al. [10, Sec. 4.4]. Here, the high-pressure “left” state is unmodified, the usual
high-pressure high-density “bottom” state is now rotated about the z;-axis creating
a cylinder, and the usual low-pressure low-density “top” state acts as the ambient
state outside the cylinder. For clarity, we illustrate this in Figure 7.

The set up is as follows. We set the parameters for each species by 11 = %é and
Yo = % and the initial set up is given by:
(0,1,0,1), ifexel,
(6.5) w(xz,0) =< (1,1,0,0.1), ifeell,

(1,0.125,0,0.1), ifx € III,

where the subregions are defined by I :={x € D : 1 < 1}, [I :={x € D : 21 >

This manuscript is for review purposes only.



669
670
671
672
673
674
675
676
677
678
679
680

22 B. CLAYTON, T. DZANIC, E. J. TOVAR

(a) p(u) (b) Y1

Fig. 5: 2D ICF-like problem — Initial set up.

1, /(z2 — 1.5)2 + 23 < 0.5}, and [1] := D\ (I UII).

The computational domain is D := (0, 7m) x (0,3 m) x (0, 3 m) with slip boundary
conditions on all boundaries. For the sake of spatial resolution demonstration, we run
the simulation with two computational meshes. The first mesh, henceforth called the
“coarse mesh”, is composed of 4,114,121 Q; DOFs corresponding to 280 elements in
the z{-direction, 120 elements in the zs-direction and 120 elements in the x3-direction.
The second mesh, henceforth called the “fine mesh”, is composed of of 259,355,681
Q1 DOF's corresponding to 1120 elements in the x1-direction, 480 elements in the zo-
direction and 480 elements in the x3-direction. The simulation is run to the final time,
ty = 3s. We give the time snapshots for ¢t = {1s,3s} in Figure 8 for each mesh. The
representation in the figures is as follows. On the {z3 = 1.5} and {x3 = 1.5} planes,
we plot mixture density in a logarithmic scale. We then plot the {0.5,0.6,0.7,0.8,0.9}
iso-volume contours of the species mass fraction Y7 in a solid color. These contours
are further cut along the {zs = 0.8} plane for visualization purposes. We see that the
typical flow features for this problem are well resolved along the shown planes.

7. Conclusion. This work presents a second-order accurate, invariant-domain
preserving numerical scheme for the compressible multi-species Euler equations which
ensures positivity of the species densities and internal energy/pressure as well as a
local minimum principle on the mixture entropy. We give the solution to the one-
dimensional Riemann problem for the multi-species formulation and derive an upper
bound on the maximum wave speed of the problem, which we then use to construct
a robust, first-order invariant-domain preserving approximation. This approach was
then extended to second-order accuracy using a modified convex limiting technique.
The numerical results demonstrate the scheme’s ability to handle challenging multi-
species flow problems with strong shocks and discontinuities, highlighting its potential
for use in high-fidelity simulations of compressible, multi-species flow phenomena.
Future work may extend this framework to include viscous effects, more complex
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ol _

) t=0.2s ) t=0.2s

)t =0.4s )t =0.4s

)t =0.6s )t =0.6s

Fig. 6: 2D ICF-like problem — Contours of density in logarithmic scale (left) and
species mass fraction Y; (right) simulated using 12,587,009 Q! degrees of freedom at
varying time intervals. Legend identical to Figure 5
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Fig. 7: 3D triple point problem — Initial setup.

Fig. 8: 3D triple point problem — Time snapshots at at t = {1s,3s} with coarse mesh
on the left and fine mesh on the right.

equations of state, or reactive flow physics.

Appendix A. Thermal-Mechanical Equilibrium. For the sake of complete-
ness, we show how the assumption of thermal equilibrium, along with Dalton’s law,
yields the bulk pressure of the system (2.4) independent of the pressure equilibrium
assumption.
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PROPOSITION A.1. Assume thermal equilibrium holds, T = Ty = e /cy i for all
k € {1:ns}, and that the pressure is given by Dalton’s law p = > 12| arpr(pk, ex) with
Pk = (’Yk — 1)pkek. Then

(A1) p(p,e,Y) = (y(Y) = 1)pe,
where (Y) = cp(Y)/e,(Y), p= Y4 anpr, and e = i, Yiey.
Proof. Using the definition of the pressure, we have the following,

N Ns Ns
p= =Y arly = Dprer =T Y (v = 1arprcor-
k=1 k=1 k=1

Since ¢, ;T = ey, for every k € {1:n,}, then the identity holds for any convex com-
bination of the ng terms; in particular, the identity holds for mass averaging. Hence,
¢y(Y)T = e. Then using that axpr = pYi, we have,

e = (YY) —¢,(Y)
p(p,e,Y) = appr(cpk — Co k) = pe—re = = (Y(Y) — 1)pe,
CU(Y) ]; P C’U(Y)
which completes the proof. ]
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