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In this work, a method for constructing schemes is presented that enables shock-capturing
in high-order nodal discontinuous spectral element methods that is devoid of tunable param-
eters. A high-order flux reconstruction scheme and a low-order summation-by-parts scheme
are introduced and combined via a convex limiting approach to increase the fidelity of the
solution without sacrificing physicality. The computational overhead of the limiting procedure
is minimised by applying an entropy viscosity approach in conjunction with an entropy resid-
ual shock sensor. Numerical results for the Euler equations demonstrate that the method is
able to accurately resolve discontinuous solutions even in challenging cases with near-vacuum
conditions and large magnitude shock waves.

I. Introduction

HOCK capturing has been an important aspect of computational fluid dynamics (CFD) as the presence of shocks is

typical in many flows of interest. Early computational approaches, such as Harlow’s particle-in-cell method [[1], often
used straightforward central difference type approaches primarily due to resource limitations. However, as available
computational resources increased, more complex approaches could be considered. Subsequent methods still made use
of small stencils and were primarily first or second-order, but improved upon central difference type approaches with
methods such as the work of Rusanov [2] and, later, methods inspired by Godunov’s work [3]], such as that of van Leer
[4] and Harten et al. [S]. These methods can be broadly classified as approaches that aim to resolve discontinuities
through imposing physical assumptions on the discretised governing equations. Around this time, Jameson et al. [6]]
developed a scheme which took a somewhat different approach by applying second and fourth-order artificial dissipation
to the solution in order remove oscillations and improve shock resolution.

In regions away from discontinuities, these schemes are generally limited by their first-order accuracy which brings
about high grid requirements, and in response, high-order methods were developed. One early method was the total
variation diminishing (TVD) scheme of Harten [7] that aimed to detect oscillations and modify the flux function to
remove them. Although not a high-order method, the techniques were applied in a high-order framework to produce the
essentially non-oscillatory scheme (ENO) [8] and, later, the weighted ENO (WENO) scheme [9]]. These methods have
been highly successful in approximating solutions with discontinuities such as shock waves and phase interfaces in
multi-physics simulations.

Another class of high-order methods are spectral element methods (SEM) which have become increasingly popular
as they combine the efficiency of spectral methods with the geometric flexibility of finite volume schemes. The
high-order accuracy in this setting is achieved through an element-wide stencil which can have the effect of bringing
information from outside of the physical domain of dependence into the solution. This, coupled with the issues of Gibbs
phenomenon [[10}[11], means that discontinuities pose challenges when they occur in high-order simulations, resulting
in the same behaviour that ENO and WENO methods sought to confront. The focus of this work is on a particular SEM
called flux reconstruction (FR) [[12,13], a scheme closely related to discontinuous Galerkin (DG) methods (14} [15]].

There are several shock capturing schemes that have been developed for DG methods, most of which are applicable
to FR. These schemes can again be classified as either physics based or diffusion based. The method of Persson and
Peraire [16] , where the modal energy decay rate is used to activate and scale an additional diffusive term, is typical of
many AV approaches that may be applied in conjunction with SEM to facilitate shock capturing. The benefit of this
method is its simplicity and, in some cases, its relative effectiveness. Another related example is that of Barter and
Darmofal [17]]. These methods can excel at shock capturing in many applications, but for optimal performance to be
achieved, the multiple control parameters typically require case-specific optimisation. A mathematically connected set
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of methods are the filtering approaches introduced by Tadmor [18] for spectral and pseudo-spectral schemes. There are
multiple adaptations and modifications (see Tadmor [19], Ma [20], Maday et al. [21]); however, the approach may be
generalised as aiming to remove oscillations through some application of filtering, be that through a direct filtering
operation or indirectly through the connection between filtering and hyper-viscosity. These methods can be effective,
but they, like artificial viscosity approaches, also require some degree of parameter optimisation and are less coupled to
the physical characteristics of the system being solved.

A branch of methods that offer more general applicability are sub-cell and graph viscosity methods. Research into
sub-cell methods within DG frameworks have shown their utility in shock capturing; one such high-fidelity method
is that of Dumbser and Loubere [22] which utilises a sub-cell WENO approach in troubled elements. This method
has a low degree of parameterisation, but comes with a high degree of complexity. In a series of papers [23H25]], the
concept of graph-viscosity was introduced. This may be thought of as a natural generalisation of the finite volume
sub-cell method to a high-order stencil in a finite element framework, and the abstract nature of this approach makes it
amenable to many numerical methods. The approach relies on building a graph of dependence for each solution point
and looks to apply an artificial viscosity term for each edge in the graph. To completely remove parameterisation, the
artificial viscosity terms are calculated by posing each edge as a Riemann problem. Guermond et al. [25] were able to
prove many advantageous properties of the scheme, chief among which is invariant domain preservation, a property
which will be discussed in detail later in this text. However, achieving these properties comes with the consequence of
excessive diffusion that increases with scheme order. It is this deficiency that is motivation for the present work, which
aims to explore the application of this method to FR, adaptations to reduce the overly diffuse nature of the method, and
the use of convex limiting techniques to improve solution quality.

Throughout this work, the approximate solution to hyperbolic equations of m conservation laws in d-dimensions is
explored, written as

ou+V-F(u)=0, for (x,1) e RxR,, and wu(x,7=0)=up(x), (1

for a solution u € R™ and flux function F : R — R4,

This paper is structured with preliminaries on Riemann problems and invariant sets and domains in Section [[I}
an introduction to the flux reconstruction method in Section [[T]] the proposed shock capturing scheme in Section [VI}
numerical test cases and results in Section [V] and conclusions in Section

I1. Admissible Solutions and Invariant Domains
In the approximation of solutions to hyperbolic conservation laws, several properties of the Riemann problem can be
useful in proving the generalised stability properties of numerical schemes. In these preliminaries, some properties
of the Riemann problem as well as invariant sets and invariant domain preserving methods will be presented. The
theory behind these properties is closely related to the works of Lax [26], Glimm [27], Chueh et al. [28]], Hoft [29], and
Guermond and Popov [23]].
The Riemann problem can be defined as

u+0c(F-n)=0, (x,1) eRXR,, (2a)

u,, ifx<O,

ouzm:{ (2b)

uR, if x > O,

where u € R™, F € R™*4_and n is some normal n € d B¢ where B9 is the boundary of a d-dimension closed unit ball
B?. There is an admissible set A c R™ such that for (up,ug) € A X A, there is a unique self-similiar solution to
Eq. given by u(x,t) = v(x/t,n,ur,ug) € A for [ug —uy| < d. This is a key result of Lax [26], which shows that,
first, solutions exist provided that u;, and ug are sufficiently close, and, second, these solutions are self-similar with
respect to the parameter x /1.

If the Riemann problem characterised by uz, ug, and n has a maximum absolute eigenvalue Ap,x, then

( t) uz, ifx < —tAdmax, 3)
u(x,t) =
ugr, ifx > tApax,

i.e. there is region defined by a finite maximum wave speed of the system outside of which the solution takes the value
of the initial condition [30]. As a result, the following lemma can be posed.



Lemma IL1. Let (uy,ug) € AX A andn € 0BY, and let V(1) = f_%ss v(x/t,n,ur, ug) dx define the average solution
for the system in Eq. (2)). For a sufficiently small t such that tAmax < 0.5, the following relation holds.

_ 1
V(1) = E(UL +ug) —t(Fr—Fr) -n )

For the system defined in Eq. (1) and an entropy-flux pair (o, X), the entropy condition on the Riemann solution is
taken to be
Ao (v(n,uz,ug)) + 0xX(v(n,uz,ug)) <O0. (5)

If the solution to Riemann problem satisfies this condition, the following corollary can be established.

Corollary IL.1.1. For an entropy-flux pair (o, ) that satisfies the entropy condition in Eq. (3)), the average solution in
Eq. (@) for the Riemann problem in Eq. [2) satisfies the following inequality provided the CFL condition tAmayx < 0.5.

(1) < 5 (o) +(ur) -~ H(E(ug) ~Z(wr) -, ©

Through this inequality, an approximate solution to the Riemann problem can be shown to be entropy stable given a
maximum eigenvalue and effective time. Using this, the concept of an invariant set and domain can be introduced which
may be subsequently used to prove absolute stability of numerical schemes for hyperbolic conservation laws.

Definition II.1 (Invariant Set). A set 8 C A C R is called an invariant set of Eq. if for any (up,ug) € B x 8B,
n € dB?, and t > 0, the entropy stable solution over the fan for Eq. is also in B, i.e. V(n,up,ug) € B for
0<1t< 1Amax

The work of Hoff [29]] proves that for genuinely non-linear hyperbolic equations, the invariant set B is convex; this
is a powerful property in relation to the analysis of stability. Through the definition of the invariant set, the invariant
domain can then be defined.

Definition I1.2 (Invariant domain). For a set of states U = {u;,,0;,, ...} C B and an operator R : U — u, B is said to
be an invariant domain for R if R(U) =u € 8.

This definition may be interpreted in terms of a temporal update for some numerical scheme R. If the temporal
update of the solution at some point can be written as a function of the states U and U C 8, then the solution at the next
time step is guaranteed to be in B if R is an invariant domain preserving method. In several works on shock capturing,
positivity preservation has been considered [31]], and the differences between positivity preservation and invariant
domain preservation are shown in the following example.

Example I1.1. The Euler equations can written in the form of Eq. (1)) as

P pV
u=(pV|, F=|pVeV+pll|, (7)
E (E+p)V

where p is the density, V is the velocity vector, E is the total energy, p = (y — 1) (E - %p||V||%) is the pressure, and
v is the ratio of specific heats. The typical approach taken for proving positivity preservation is to show that for a
sufficiently small At, the strictly positive functionals p and p remain positive, i.e. for some scheme P (U), if
PU)=u, then p(u)>0 and p(u)>0. (8)
This can be augmented, as in the case of Hu et al. [31], by stating that if
PU)=u, then p(u)>pmn and p(a)> Pmin, C))
where pmin and pmin are the minimum density and pressure from the initial conditions. However, this does not account
for the entropy, and instead, it is more physical to expect the solution to be in the invariant set
B={uecA|p=0,p(u)>00() =00} (10)

for some entropy functional, o. This is a different statement to just considering the positivity of density and pressure
and has a considerable impact on the physicality of the solutions.

Furthermore, if considering the approximations given in Eq. (), then given Corollary[II.1.1] entropy stable solutions
to the Riemann problem must lie within a small convex subset of B, the size of which is dependent on Amax. This will
form the basis the flux limiting approach taken in this work.



A. Invariant Domain Preserving Schemes

In the work of Guermond and Popov [23]], the divergence of the flux at a point i was formed through a summation
over the points in the set 7 (¢). This set, shown in Fig.[la} can be thought of as the numerical domain of influence for a
given point. The individual contribution from each of the points x; € 7 (i) to the total divergence of the flux at x; can be
represented as the product of the flux F; and the differentiation coefficients ¢;;.

V-F[% Z Fj'C,'j. (11)
JeI (i)

The advantage of considering a numerical scheme in this manner is that the abstraction allows for some properties to
proven for a broad array of methods that can be expressed in this framework. An example of the formation of the ¢;;
coefficients is shown for a finite difference scheme.

Example I1.2. Consider a fourth order central difference scheme in one dimension with uniform grid spacing h, a
single conserved variable u, and the associated flux function f(u). Let u; = u(x = x;) and f; = f(u;) where x; = ih.
Then, the gradient of the flux at x; can be expressed as

dfi 1

o 1o (fi—2 = 8fi—1 + 8fir1 — fir2) -

Transforming this scheme into the notation of Eq. (11), the numerical domain of influence is given by I (i) =
{i—=2,i—1,i,i+1,i+2}, and the entries of ¢;; take on values

1 8 8 1
Cii-2= o Ciicl = g Gl = g G = and €i=0.
Hence, the scheme may be written as
df Z
- ~ fjcij-
dx e, jeZ (i)

This abstract presentation of a numerical method was then stabilised by including a graph viscosity term such that
the resulting scheme was invariant domain preserving under strong-stability preserving temporal integration. A scheme
augmented with a graph viscosity may be expressed as

V-F,‘: Z Fj~Cij— Z dij(llj—lli), (12)

JET () JEL (D)

subject to the following conditions on the differentiation coefficients ¢ and graph viscosity coefficients d,

di==- Y dy . dij=0, (13)

JeI(H\i Jer (i)
and
Z ¢ =0. (14)
JEL(@)
Utilising Eq. (T4), an equivalent form of Eq. (I2) may be written as
V-F; = Z (Fj+Fi)-Cij— Z dij(llj—lli) (15)
JET) jET)

which makes the structure of the Riemann problem clearer. The term d;; is then set as

d;j = max {/lmax(nij, lli,llj)||cij||2,/lmax(nji,llj,lli)||cji||2}- (16)

With this formulation of the graph viscosity, several properties of the scheme can be established [23}, 25]], particularly
the property that the scheme preserves every convex invariant of the system, leading to a strong form of stability. For a
detailed presentation and proof of the properties of invariant domain preserving schemes, the reader is invited to read
the references.



III. Flux Reconstruction
To present the FR methodology for approximating the solution of hyperbolic PDEs, we consider a generic PDE in
one-dimension, written as
Ou+0xf =0. 17)

The FR method makes use of a reference domain £ € Q = [—1, 1] coupled to a transformation 7% : Q — Q; where
Qy is a sub-domain. A nodal approximation is formed such that the reference domain shape functions /; (%) are the
Lagrange interpolating polynomials for the set of p + 1 unique nodes {Xo, ..., £, }. With these shape functions and their
corresponding nodes, the interpolation operators /; and I, are defined such that I;v = v; = v(—1) and I,v = v, = v(1)
where v € P),. The approximation of the solution u at x; € Q for Eq. is then given by

p
u(xy) =uj ~ Y uGEAT x)), (18)
i=0
and the FR approximation of the spatial derivative of the flux f atx; €  is given by
-1
df(xj) [dTy S a; dhy dh,
— == i)— + -1 + - L f)— 19
i v R Z(;f(u T U NG U D | (19)
< 7 = X=T"x;

The spatial Jacobian, simplified for the 1D case here, is just

dT;
J(x;) = —=

ds - [‘95’“] '

a1 .
X=T, " x;

The FR method as presented can be readily extended to tensor product elements, as demonstrated by Huynh [12], and
may also be extended to simplex elements and prisms [32]]. With this approximation of the spatial components of the
governing equations, ODE methods may be used to integrate the solution in time in a method of lines fashion. Although
there has been some success in using FR in combination with implicit time stepping methods [33]], we will restrict
ourselves to explicit methods in this work.

A. Temporal Integration

For the shock capturing method to be presented, several properties of the scheme such as invariant domain
preservation are reliant on the strong stability of the temporal integration, e.g. forward Euler. To maintain these
properties and achieve a high temporal order of accuracy, strong-stability-preserving explicit Runge—Kutta (SSP-ERK)
schemes are employed [34]. This family of methods preserves the strong stability of the forward Euler method and
allows for the straightforward extension of the properties derived for the forward Euler scheme to a more practical class
of explicit RK schemes. In this work, the 3rd order SSP-ERK scheme is used, whose coefficients may be written in a
Butcher tableau as

0 0 0 0

¢/ A 1|1 0 o0 00,
120 1/4 174 0
b’ | 1/6 1/6 1/3

For convenience, we also include the CFL limits [35]] in Table|1|for the FR scheme with DG correction functions and
upwinded interfaces as calculated by the method of Vincent et al. [36] and Ketcheson and Ahmadia [37]].



Table 1 Upwind FR-DG SSP-ERK3 CFL limits.

P CFLyax | P CFLpax
1 040959 | 5 0.06611
2 020975 | 6 0.05102
3 0.13010 | 7 0.04072
4 0.08968 | 8 0.03336

IV. Invariant Domain Preserving Shock Capturing
In this section, the invariant domain preserving shock capturing method is presented in terms of a high-order flux
reconstruction scheme and a low-order summation-by-parts scheme followed by a convex limiting procedure between
the two.

A. High-order Scheme

Utilising the description of FR in Section[ITI] the high-order method can be cast in the abstract form of Eq. (I2)) to
make it compatible with the shock capturing method. The set of solution points in the reference domain, X;Vi € 7 (K),
is not explicitly constrained to be the Gauss—Legendre—Lobatto points to offer a more general description. The FR
approximation of the gradient of the flux in the reference domain may then be written as

V-F; = Z Fj.c?j.+ Z Fj~cfi— Z F;- c Z a/ujec -+ Z auje- c‘S Vie I(K). (21)
JEI (%) jeI(KE) jeI (k) jeI(KE) jeI(x)

Here, e is a vector of ones and « is a wave speed term defined such that a common interface flux as typically
calculated by an approximate Riemann solver is recovered on the interface flux points. The differentiation coefficients
are then defined as

¢ =Ve(xi), (22a)
n1j0x, hj(x;)
1 | 120, hj(x;)
%ji=3 : ’
1n2;0x, hj(x;)

(22b)

where ¢; is the jth basis function and #; is the correction function for (flux) point j. By utilising the following
simplification
e P
¢ if j € T(K)
cj=4-¢f, ifje I(xh (23)
¢, ifj e I(XF),

for the sets shown in Fig.[Tal a compact form of Eq. (ZI)) can be written as
V-F= ) Fic— Y auje-ci+ Y auge-cl VieI(K). (24)
JeI(i) JeI(KE) JeI(xh)
Assuming a Lagrange basis for FR, i.e. [;(X;) = ¢;;,
& =Vi;(%),
which implies
=171

Therefore, in a typical FR computational setting, the terms c7<

matrix.

can be taken directly from the terms in the flux divergence
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Fig. 1 Example of point sets for p = 1 FR on a quadrilateral.

Remark. As can be seen from Fig. the number of points in the stencil I (i) grows with order with a varying rate
depending on the geometry and basis used. Consequently, the dissipation increases with the spatial degree which
coincides with our understanding of polynomial interpolation and the growth of Runge phenomena. As a result, the
full graph viscosity approach becomes a remarkably dissipative and computationally expensive method of forming a
low-order approximation even at moderate orders.

B. Low-order Scheme

To combat the excessive dissipation and complexity of the graph viscosity method for forming a low-order
approximation, Pazner [38] proposed a low-order scheme for DG such that only the immediately adjacent points
were required, significantly reducing the extent of the stencil. To define a low-order FR method, we utilise the
summation-by-parts (SBP) framework. This framework allows for simple test criteria for conservation, convergence, and
linear stability [39] while also allowing for the abstraction of the low-order scheme and the use of existing FR solvers
with only the redefinition of the operator matrices. The SBP framework may be summarised in the following definition.

Definition IV.1 (Summation-by-parts). The set of operators M, D, L, and B is said to be summation-by-parts operators

if
(¥,0)y =¥ Mia ~ /g Padx, (25a)

ngﬁ{ (25b)

@’ MDV + 4’ D" My ~ /Q udyvdx + /Q VOyudx = uv| 4, (25¢)

MD +D'M = L7"BL, (254d)

where B = diag(—1, 1) and L is the interpolation to 0Q, i.e. L ~ [t ,0g]".

This definition makes it clear that summation-by-parts is a discrete analogue to integration-by-parts. Furthermore,
a scheme that yields SBP operators is useful as the rich literature of SBP can be utilised to prove properties such
as stability. We now present a low-order method which will be used throughout this work. The mass matrix and
differentiation matrix are given by

-1 1 0
N S
— — M
M = diag(w), D:T o . . . ol (26)
-1 0 1
0O -1 1




1072

o e e e s =
1073 E
- 3 [ ]
= — - |
- =
I 107 =
= = - i
3 = L i
1075 e
B —r=3H
e —p=71
‘ ‘ ‘ ‘ ‘ ‘ 10—6 LA | TT7
‘ ; ; ; ‘ ; -3 -2
o 1 2 3 4 5 6 10 10
X 1/DoF
(@) DoF =64, =1 (b) L norm of error.

Fig.2 Low-order FR-SBP applied to linear advection uo = 2 + sin x.

where w are the quadrature weights of the solution points and over-lining is used to differentiate these from their
high-order counterparts. The projection and correction matrices are given by

1 0 ... ... 0
o ... ... 0 1

—7 _—1|-1 0 ... ... 0
l’ € =M [0 U (I @7

Theorem IV.1 (Low-order FR-SBP). For a one dimensional affine reference element K on the domain Q, if the spatial
derivative is approximated using the FR method as

- 0,f ~ -Df — C(f! - Lf). (28)

then the definitions of the operators in Egs. and (277) construct an FR-SBP scheme that is stable and conservative
and therefore consistent.

Proof. By substitution, it can be shown that these definitions satisfy the SBP property of Eq. (25). From Ranocha et al.

391, it is sufficient to show that 17 MC = 17 ETB for conservation and C = M_IETB for linear stability. Straightforward
substitution shows that both of these conditions are met. O

In Fig. 2] the FR-SBP scheme was applied to the linear advection equation using SSP-ERK3 temporal integration,
a constant Az = 1 x 107#, and centred differencing at element interfaces. A second-order rate of convergence was
observed, although it is not strictly necessary for the FR-SBP scheme to be low-order as it is used in conjunction
with a graph viscosity. The advantage of this method is that the size of the stencil can be modified to incorporate
various schemes from subcell methods to high-order FR with full graph viscosity, and the SBP approach would permit
straightforward verification of its numerical properties.

This low-order scheme is linearly stable and conservative, but to guarantee stability for non-linear hyperbolic
problems, it is used in conjunction with a graph viscosity. Due to the increased sparsity of the low-order scheme in
comparison to the full high-order scheme, this approach is termed sparse graph viscosity. It can be shown that in this
particular case, the method reduces to a subcell approach that uses a Riemann solver at the subcell interfaces, but again,
this method attempts to abstract the approach to a wider class of reduced order approximations.

Using the graph viscosity presented in Sections and[[V:A] the new operators of Theorem[[V.1]lead to the altered
definitions of the sparse space function matrices as

_ |1 1 _ _
K M Lo M -1 0 . MO [1oo
¢c = T - s C = T N and C = — 5



which can be combined to give

-1 0 1 0
o =10 1
~ M
c=—— 29
c 5 (29)
-1 0 1 0
0O -1 0 1

where the first and last columns are the left and right exterior flux points, respectively. The hats on the terms indicate
that these are in the reference domain.
The low-order temporal update equation with graph viscosity can then be written as

uiL’n"'1 :u?—At Z Fj'Eij—Eij(uj_lli), (30)
JeL()

where the superscript L on the LHS indicates the updated value is from the low-order method. We have also introduced
the new set, £ (i), which is the modified stencil for this low-order component-this can be understood diagrammatically
from Fig. The low-order graph viscosity coefficients d;; are defined with n;; = ¢;;/|c;;|, which simplifies to

dij = max (Amax(Dij, up, w) [€5], Amax (Wi, ug, w5)[Cji), (31

where the final term accounts for non-linearity in the spatial Jacobian. A key observation is that the definitions of ¢;; and
d;j remain consistent with the conditions presented in Section As a result, the following properties can be shown.

Theorem IV.2 (Local Invariance). For some sub- domam Qk, let uL "= uL k" €B V ie€{l,..p+1)} for the set B
defined in Definition[[.1} For the scheme defined by Eq. (30) and d;; deﬁned by Eq. (31), there exists a strictly positive
At such that u"+1 € 8.

Proof. This proof follows closely that of Guermond et al. [25] Thm. 3.6. Utilising 3’ jc r(;) ¢ij = 0and X ;¢ r(;) dij =0,
Eq. (30) can be rewritten as

uP™ s upt - A Y (B -FP) gy - dip(ul -, 32)
jeL(i)

which may be rearranged to

up™ s upt - A Y 2diul "+ (B FPT) €y - di (b uf), (33)
JeLO\i}

The auxiliary states are then defined as
_ 1 1 _

U = z(uj"'ui)_iij(Fj_Fi)'cij, (34)

which, from the definition of d; jin Eq. |b and the preliminaries on invariant sets, means that i;; € 8. Applying this
definition to Eq. gives

Lon+l _ =
ubmtl = |12 2As Z dij| ub" =241 Z . (35)
jeL\i) jeLD\(i}

Given that u.L’" 7’. € Bandd;; >0Vje L(i)\ {i}, then for a sufficiently small At, uiL’"” is a convex combination

of states in the 1nvar1ant set. As the invariant set is convex, uL e g O

As was discussed in the preliminaries, a scheme with this property is imbued with an absolute form of stability that
guarantees the solution is physical given the conditions imposed on At in the following corollary.



Corollary IV.2.1 (CFL Limit). Given a solution u" € B, a sufficient condition for the local stability of the numerical

scheme defined in Eq. (30) is that

1
At < -,

dii
where Eij >0ifj+i andg,-l- =- Zje.[(i)\i Eij.

The proof of this property is substantially similar to that presented by Guermond et al. [25]] and is based on requiring
u:.”] to be a convex combination of states in the invariant set. Although this forms a sufficient condition, it is not a
necessary condition for the update to remain in the invariant set as discussed by Dzanic et al. [40].

Remark. Consideration of the local invariance property and the CFL limit leads us to a global invariance property, i.e.
if a global At is sufficiently small such that for all points the CFL limit is met, then the scheme will define a global
invariant domain. Furthermore, by extension of the invariant domain preserving property, the scheme is entropy stable
as shown by Guermond et al. [25]].

C. Convex Limiting

As the SBP methodology provides a robust manner in which to obtain a low-order approximation of the solution in
the setting of a high-order spectral element scheme, it can be easily paired with the high-order scheme. The solution
predicted by the low-order method is guaranteed to remain in the invariant set while the prediction by the high-order
method can be more accurate but may not remain in the set. To alleviate this problem and achieve solutions which
converge rapidly onto the true solution, a limiting technique is applied. We apply a similar approach as Guermond
et al. [25]], where a convex minimisation problem is solved to give the least graph-viscosity necessary. The adaption we
provide is similar to the method of flux-corrected transport [41] where the limiting is performed only locally and not
across the complete graph used to form the artificial viscosity. The motivation behind this is that the full approach has
very high memory requirements and results in a significant increase in run time. This simplification is justified as it
still provides a solution within the invariant domain, and due to the limited graph used in the low-order method, the
computational cost is greatly reduced.

The temporal updated of the solution from the high-order and low-order methods may be written as

H.,n+l _ . n ..

u, =u; — At Z F;-cij,
JeI(i)

L.,n+1 _ - ]

u; —ll:l—Al‘ Z Fj'Cij—dij(llj—lli)
jeL(i)

where the superscripts H and L indicate the high-order and low-order updates, respectively. A convex combination of
these solutions can be written as

u;’“ = ut.L’"Jr1 +aP;, for ac€]0,1], 37
where
P,’ZAI Z (Fj-Eij—Eij(uj—ui))— Z Fj'Cij . (38)
jeL(i) JEI i)

The limiting coefficient « is then found such that

n+l n+l

P Z Pmin,i» and Pi < Pmax,is (39)
where
ini = min u;),p(t;)], 40a
pmini = Min [p(w), p(ii;) ] (40a)
i = D, p(;)] . 40b
Prmaxi = Max [o(u), p(1;)] (40b)
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These conditions impose bounds on the density based on the auxiliary states, but to define the invariant set, we also
impose the bound on entropy such that

Y Gumin,i) = 0. (41)
where
Y (W, min) = P71 (¢ = Pmin), (42a)
p=ep'” (42b)
Omini = min [¢(u). $(8;))] - (42¢)

These conditions are sufficient to define a convex invariant set with each functional itself being convex. Due to the
convexity of these functions, if @ = 1 does not satisfy all three constraints, then a single root that satisfies these conditions
is guaranteed to exist for @ € [0, 1). To find this root, we use a modification of the method presented by Maier and
Kronbichler [42] where instead of using a quadratic-Newton type approach, we use a bisection method to avoid the
numerous divisions that can be computationally expensive. After the final bisection step, the precision of the root is
increased by performing a linear interpolation step followed by a check to ensure that the bounds are being enforced.
Due to the proximity of the bounds by this point, this approximation was found to be highly accurate and reduced the
noise in the solution. Furthermore, these improvements were seldom rejected for violating the limiting conditions.

Algorithm 1: Bisection Convex Limiting (w"*"L, P, pmin, Omax> @min» max)-

Result: o
a) = 0

1 if  p(@L +P) > pmin
Arm =

|omin — p(W™ L) |/[p(P)|  otherwise

1 if p(W"L +P) < pmax
UM Lo — p L) [lp(P)]  otherwise
@y = min [@pm, @rp]
Y, = w(un+l,L + P, $in)
if ¥, > 0 then return « := a,
for n = 1 to ny,x do
ae = 0.5(a, +ap)
Y. = w(unH’L +acP, ¢min)
@, :=min [, — 1, (1 — a;)sign(¥.)] + 1
ap = max [y, a.sign(¥,)]
end
¥, = ¢(un+l,L +a,P, ¢min)
lPl = lﬁ(llnﬂ’l‘ + (llP, ¢min)
a = (¥ + ar [P )/ (|Pr] + [¥1])
¥ =y (" + aP, diin)
if ¥ <Othena :=q
return «

The details of the bisection method used are presented in Algorithm [I] The computational efficiency can be
improved when implemented by making use of conditional move statements and min/max as well as setting 7p,,x a
priori such that the loop can be fully unrolled. As @ € [0, 1], nmax Will give @ with precision of 2" before the final
linear interpolation step. nyax = 7 was found to be sufficient. Furthermore, there are several powers involved in the
calculation of the entropy and convex entropy functions ¢ and y. These can be completely avoided by making use of the
standard exponent-log approach. The advantage of this approach is that both of these operations can be vectorised,
unlike powers, and are less prone to the well-known issues in error control when computing powers which can lead to
excessive run times. An example of this alternative form in one dimension is given by

1
¥ =p"" (¢ = bmin) = (pE - §m2) — ¢minexp ((y + 1) log p). (43)
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As is highlighted in Eqs. and (38), the limiting is performed locally by only varying a single parameter . This
is in contrast to the approach of Guermond et al. [25] where the contribution to the update at point i from each point in
7 (i) was limited. This has a large computational overhead as not only does the actual limiting have to be performed, but
also a large amount of data for each point has to be stored. The approach used here uses the points in the stencil S(i)
and d; ; to form the extrema of the convex functional, but this can be done locally while only storing d; 7 in registers.
Pazner [38] seems to indicate that such an approach could lead to the method being excessively dissipative. However, as
we will show later, this was not our experience, with a larger factor being which convex functionals are used in the
limiting process.

As discussed by Guermond et al. 24} |25] and first investigated by Khobalatte and Perthame [43]], when applying
strict bounds on specific entropy, it is postulated that one cannot recover a second-order or higher rate of convergence in
the L? and L norms. Instead, the entropy bound has to be relaxed, such as by applying some Laplacian smoothing to
the field of entropy bounds. In this work, this step is not performed, but some other works have had success with this
relaxation technique.

D. Entropy Viscosity and Shock Sensor

To further improve upon the shock capturing approach, two additional methods are used. The first is the entropy
viscosity method of Guermond et al. [44], where an entropy residual is used to define a viscosity. The philosophy of
this approach is that through applying a physically proportionate amount of viscosity, the high-order solution can be
stabilised without causing excessive dissipation of the solution. For the method proposed here, as the complete scheme
is not reliant on this as the only means of producing a physical solution, exhaustive tuning of the parameters is not
necessary as long as they are sufficiently small.

The entropy viscosity method relies on the calculation of the R, the point-wise entropy residual, as

0,0 +V-X =R, (44)

where (o, X) is an entropy-flux pair. From Lax [45]], it is known that R, = 0 almost everywhere, except at shocks where
it takes a value less than zero. For the Euler equations, a suitable pair is o = p log(pp™")/(y — 1) and X = ov. A set of
viscosities can then be defined as

pEx = 1P ool Rerlloo ¢, (d52)
a1 = masellp s V12 + ¥ (45b)
where ( )
-1 1
T=2"= (E - —||V||§) : (46)
o 2
From this, a physical viscosity and thermal conductivity can be defined as
. Py
fo.oc = min [uE 96 pmax k], Koo = R (47)

The final equation defines the thermal conductivity needed for the viscous terms in the Navier—Stokes equations with
P, =0.71 being the Prandtl number. In the original work [44]], a value of 1 was used with the argument that as this is an
artificial term, the exact value is not of great importance. The terms cg and cax are free parameters, and the suggested
values for spectral element methods, cg € [0.1, 1] and cppax = 1072/ p, are used.

The entropy viscosity is used in conjunction with the viscous flux of the Navier—Stokes equations which, in three
dimensions, takes the form

0 0 0
Txx Txy Txz
F' = Tyx Tyy Tyz , o (48)
Tzx Tzy Tzz

Vitax + Votuy + V3T, —q1 ViTyx + Vo1, + Va1, =@ ViTex + Vo1 + Va1, — @3

for
2
T=pou|VV+[VV]T - g[V “V]I| and q=-k, xVT. (49)
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The bulk viscosity is assumed to be zero, which may not be a valid assumption for high Mach number flows but is
deemed acceptable as the entropy viscosity is an artificial term.

To evaluate R, an additional equation is added to the PDE system such that an approximation to V - £ may be
obtained. However, as the residual cannot be integrated in time, the first sub-step and the current sub-step at each ERK
stage can be used to form a temporal derivative for R-. For the initial sub-step in a simulation, there is insufficient data
to form a temporal derivative, so the entropy viscosity is set to zero for this step. In comparison to the original method
of Guermond et al. [44]], the mass residual term from Eq. {#5a) was neglected as it was deemed insignificant for the
cases encountered, and in the occasional instance where it did make an impact, convex limiting remedied the problem.

As the entropy viscosity calculations requires the calculation of the entropy residual, which can be a good indicator
of whether an element contains a shock, the residual was employed as a shock sensor to reduce the reliance on the
convex limiting approach. For an element %, a straight-forward sensor was constructed as

Ty = 1 if |Rollp2 9 > csh, (50)
0 else,

where Tg = 1 indicates that the element K is troubled. Although there can be sensitivity to the parameter cg, we found
that for all the cases considered, cg € [1, 10] was sufficient with c¢s = 1 taken for all cases.

E. Maximum Eigenvalue Approximation

In Theorem the proof of local invariance relied on the auxiliary state being in the invariant set which, through
Corollary and Definition [[I.1] means that the stability of the method is dependent on Ayax. If this is not a
strict upper bound on the maximum absolute eigenvalues, then stability cannot be guaranteed. Alternatively, if an
overly-conservative bound is used, then the maximum stable time step will be diminished. We present some methods for
the calculation of Ay, particularly with respect to the Euler equations.

The canonical estimate is that of Davis [46]], defined in its second form as

Amax = max (|u1|+al,|ur|+ar)~ (51)

This estimate is a strict bound when the solution to the Riemann problem is a double rarefaction, but, in general, it is
insufficient to bound Apax. A further canonical choice is that of Einfeldt [47]] where the Roe-average states are used to
give

Amax = max (| — al, i + dl), (52)
for
ui\p; + Uy \/pr . Hj\/p; + H-A/pr .1
ﬂZM, H:M, and d@=+|(y—-1) (H——IZZ) (53)
Vor ++pr oL+ +pr 2

where H = (E + p)/p is the enthalpy. This approach inherits many deficiencies from the associated Roe [48]] methods
with inaccurate estimates for rarefactions and near-vacuum conditions posing significant challenges.

Three direct methods to form strict upper bounds were recently presented by Toro et al. [49] where the estimates
are formed through differing state interpolations. A full description of these methods is beyond the scope of this
paper; however, it is worth stating that care must be taken in the implementation to handle problems stemming from
floating-point precision.

Lastly, Guermond and Popov [50] introduced a fast, indirect method for finding an estimate of the upper bound to
great accuracy. In the course of finding this bound, a direct method was also introduced which is used as a starting point
for the calculation. However, Toro et al. [49] found that the direct schemes they introduced were more accurate in the
majority of tests compared to the direct scheme of Guermond and Popov [50], an observation shared in this work.

V. Numerical Experiments
The shock capturing methodology described in Section |[V|was applied to a series of one dimensional test cases for
the Euler equations. For the high-order scheme, FR with DG correction functions was used with the solution points
placed using a Gauss—Legendre quadrature rule, and temporal integration was performed using the SSP-ERK3 scheme.
The low-order scheme was employed corresponding to Eq. (29) where Amax was set exactly using an indirect approach.
For the shock sensor and entropy viscosity, the parameters were set as cg = 5 X 107 and ¢pax = ¢/ p, and the entropy
residual switch was set to %, unless otherwise stated.
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A. Sod Shock Tube
The first test case was the Sod shock tube [51]], solved on the domain x € Q = [0, 1] with the initial conditions

:1 r=0125
P p w;, x<05
wi=|u=0|, W= ur =0 , W= ’
w,, x>0.5

pr=1 pr=0.1

where w denotes the vector of primitive variables. For this case, an analytic reference solution may be calculated. A
constant time step of At = 5 x 10™* was used for the temporal integration from ¢ = 0 to ¢ = 0.2.

1.00 —Ref | | 1.00 i
—p=3
—p=5
0.75 - —pr=7| | 0.75 |
p p
0.50 - N 0.50 .
025 . N 0.25 n
0.00 ; ‘ : 0.00 ; ‘ :
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
X X
(a) Density (b) Pressure

Fig. 3 Sod shock tube at 1 = 0.2 for DoF ~ 256.

Fig. E] shows the results of the low-order scheme with artificial viscosity using the indirect exact Ayax [50]. The
effect of the dissipation is clear and small oscillations are clearly visible in the solution. In the full graph viscosity
method, it is common to see jagged artefacts due to the AV [38]. Furthermore, Fig. [3|shows that the dissipation does not
adversely affect the solution as the order is increased, with the solution looking approximately the same across orders.
This is consistent with the number of points in the low-order stencil being constant with order.

The results of applying the convex limiting procedure of Section [[V.C|are presented in Fig. 4] It is evident that
a significant improvement to the results is observed. The rarefaction in this problem makes clear a property of
invariant-preserving methods, namely that these methods do not necessarily produce monotonic solutions. However,
that does not mean that this solution is aphysical. The small oscillations in the solution can be explained by considering
the solution in the limit of vanishing viscosity of the Navier—Stokes equations. As the viscosity tends to zero, the
formation of the bump becomes visible prior to the limit being reached.

Fig.[5]shows the solution when the convex limiting approach is combined with the shock sensor and entropy viscosity.
In comparison to the purely limited approach, the oscillation downstream of the rarefaction was slightly reduced, and
the upstream front of the rarefaction was better predicted.

As the Sod shock tube permits an analytic solution, the error can be calculated. The L; and L, norms of the error
were defined as

lell = /Q 1P = pesactl dx, (54)

el = \/ [ 0= possa® ax. (55)
Q
respectively.

The results for p = 7, displayed in Table[2} show that the scheme is first-order accurate in the L; norm. From the
discussion in Section|[I[V.C| Guermond et al. [25]], and [43]], with strict bounds upon specific entropy it should be possible
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0.00 ‘ ‘ : 0.00 ‘ ‘ :
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
X X
(a) Density (b) Pressure
Fig. 4 Sod shock tube at = 0.2 for DoF ~ 256 with convex limiting.
1.00 —Ref | | 1.00 i
—p=3
—p=5
0.75 |- —pr=7] 0.75 i
p p
0.50 - = 0.50 s
0.25 - = 0.25 =
0.00 ; ‘ : 0.00 ; ‘ :
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75
X X
(a) Density (b) Pressure

Fig. 5 Sod shock tube at 1 = 0.2 for DoF ~ 256 with convex limiting, shock detection, and entropy viscosity.
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to attain second-order convergence in the L; norm but not in other norms. It is not clear whether the low-order accuracy
is due to the simplified limiting procedure or if the over-prediction of the right-hand shock speed is dominating the
error, polluting the convergence rate calculation. As a result of the over-prediction of the right-hand shock speed, the
convergence rate in the L, norm is low and the L, (not shown) norm is approximately constant. Further investigation is
required to more fully understand the rates of convergence for this approach.

Table 2 Sod shock tube error for p = 7 with various DoF.

DoF llells llell2

128 9.84x 1073 2.05%x 1072
256 6.73x 1073  1.95x 1072
512 4.13x 1073 1.59x 1072
1024 3.14x 1073 1.52x 1072
2048 2.45x 1073 1.45x1072

RoC 0.52 0.14
T T
1.00 — Ref g 1.00 — Ref .
—— Davis —— Davis
—— Einfeldt —— Einfeldt
075 —— Toro-b B 0751 —— Toro-b B
' —— Exact ’ Exact
P p
0.50 |- n 0.50 + i
0.25| . 0.25| \ .
0.00 : ‘ : 0.00 : ‘ :
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
X X
(a) Density (b) Pressure

Fig. 6 Sod shock tube at 1 = 0.2 for DoF ~ 256, p = 7 with convex limiting for various 1,,,, estimates.

As was detailed in Section[I[V.E] there are several direct approaches to calculate an approximate maximum wavespeed.
To understand the effect of the various approximations on the accuracy of the method, the Sod shock tube was used and
the results are presented in Fig. [f] with the error presented in Table[3] For this case, the various approximations did
not have a significant impact upon the result, with the approach of Davis showing less error than the more complex
approaches. Furthermore, the data show that the Toro-a [49] approximation results in a lower error than the exact
wavespeed. This indicates that relaxing the bound while maintaining stability can lead to less overall dissipation.
However, as is evident from the systematic A,x over-estimates obtained by the Einfeldt method, too much additional
dissipation will lead to a degradation in the solution error. The primary observation is that the methods of Toro et al.
[49] are comparable to the exact Apax Without requiring Newton iterations to calculate.

B. Shu-Osher Shock Tube

Shu and Osher [52]] introduced a more challenging case where the flow left of the initial discontinuity has some
velocity and the density field right of the discontinuity is oscillatory. This leads to a stronger shock and the generation
of high-frequency waves within the solution which can be challenging for highly dissipative schemes to resolve. The
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Table 3 Error for the Sod shock tube with DoF =~ 256, p = 7 for various A,,x estimates.

Method lell: llell2

Davis 5.7235x 1073 1.5697 x 1072
Einfeldt 5.7235x 1073 1.8917 x 1072
Toro-a  6.1801 x 1073 1.6931 x 1072
Toro-b  6.2532x 1073 1.7341 x 1072
Toro-c  6.2889 x 1073 1.7219 x 1072
Exact 6.2065x 1073 1.7189 x 1072

initial condition is given by

p1 =3.857143 pr =1+0.2sin5x
Wi, X% 4,
w; = | u; =2.629369 |, w, = u, =0 , W=
w,, x> -4,
pi = 10.333333 =1

forx e Q=[-5,5].

12 T T T
10 W |
8 [ |
p P 6 i
41 | —Ref N
—p=3
20 |[—pr=5 ﬂ :
—p=7
! ! ! 0 ! ! |
-5 -2.5 0 2.5 5 -5 -2.5 0 2.5 5
X X
(a) Density (b) Pressure

Fig. 7 Shu-Osher shocktube at 1 = 1.8 for DoF ~ 512 with convex limiting, shock detection, and entropy
viscosity.

Fig.|/| shows the results of the convex limiting approach paired with the shock detection and entropy viscosity
methods for a fixed At = 2.5 x 1074, As the order was increased, the diffusion also increased, with the p = 3 result
performing well for the given resolution but higher orders significantly damping out the oscillations upstream of the
shock. This effect can be attributed to the entropy viscosity which can be excessively applied when large gradients in
entropy are observed due to the increased level of Gibbs phenomenon at higher orders. Therefore, although the entropy
viscosity procedure can reduce the need for convex limiting, it can bring about increasingly dissipated solutions.

The Shu—Osher test case is also useful for comparison due to its high frequency content that can be mistakenly
damped out by many methods. Fig.[§|presents a comparison between the presented method and a filtering approach
for DoF ~ 500 at p = 3. The filtering approach is a modal filter calculated based on a p~2 decay in the energy of the
density modes. Lower dissipation in the oscillatory region upwind of the primary shock is observed compared to the AV
approach. However, there is evidence of Gibbs phenomenon, most notably in the pressure field in Fig.[8b Although the
filtering approach is relatively successful here, there are no guarantees as to the physicality of the solution.
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Fig. 8 Shu-Osher shocktube at 1 = 1.8 for DoF ~ 500, p = 3, comparing the AV approach to filtering.

C. Woodward—Colella Shock Tube
The problem of Woodward and Colella [53]], in the form presented by Toro [54], is challenging for many schemes
due to the large magnitude of the shocks present. The initial conditions are given by

:] =]
Pl pr w, x<0.5,
wi=| u=0 w,=| u =0 W=

1= 10° = 102 w,, x> 0.5,
for x € Q = [0, 1]. The results are presented in Fig.[9|for the convex limiting approach with shock detection and entropy
viscosity. It is evident that, with the much larger relative magnitude of the shocks in this case, the entropy viscosity is
introducing some spurious oscillations in a region of low density that is immediately upwind of a discontinuity. Zeroing
the viscosity terms, as displayed in Fig.[I0] shows the effect that these terms were having. Primarily, the oscillations
are no longer observed. However, without the stabilisation of the high-resolution component of the solution, more
reliance is put on the low-resolution component. A side effect of this is an over-prediction of the shock speeds due to the
upwinding used. It was stated by Pazner [38]] that similar limiting approaches which used only point-wise data were
overly dissipative, and although this is not directly evident here, we posit that a benefit of a larger limiting stencil would
result in more accurate predictions of the shock speeds.

D. Near-Vacuum Shock Tube

A concern of shock capturing methods is their behaviour as the density field approaches a vacuum as small
oscillations can cause the density to attain a negative value, leading the simulation to fail. To validate the convex limiting
approach for these scenarios, we introduce the following test case, defined by the initial conditions

p1 =4+ (1—¢€)cos (mkx) oy =1— (1 - €)cos (nkx)
_ [8y _ _Jwi, x <035,
"= WENT T ur =0 Y w, x>05
Vo ol
pr=2 pr=1

which is solved on the domain Q = [0, 1] until = 0.07 with € = 1072 and k = 12. This case is preferred over the
classic 123 problem [54] where traditional methods are adequately able to produce a solution. A reference solution was
generated for this case using an exact Godunov-type solver [54] with DoF = 3 x 10%.

Fig. [IT] presents results for several orders with convex limiting and shock detection applied. Similar to the
Woodward—Colella case, it was found that due to the large magnitude of the shocks particularly close to a near-vacuum
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Fig. 9 Woodward-Colella shocktube at ¢t = 0.012 for DoF ~ 512 with convex limiting, shock detection, and
entropy viscosity.
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Fig. 10 Woodward—Colella shocktube at 7 = 0.012 for DoF ~ 512 with convex limiting and shock detection.

19



—— Ref . = — Ref |
—p=3 —p=3
—p=5| —p=5
—p=7 —p=7
p 7L |
P u
N 1 )
2 |
oF
0
! ! ! | ! !
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
X X
(a) Density (b) Velocity

Fig. 11 Near vacuum shocktube at r = 0.07 for DoF ~ 512 with convex limiting.

state, the entropy viscosity terms had a tendency to cause oscillations which led to negative density. The solution
with convex limiting and shock detection performs well although slight oscillations, primarily in the velocity field, are
noticeable in regions of near-vacuum in the vicinity of the shocks. The low density in these regions locally reduces the
artificial viscosity which can be seen when considering that (pu); — (pou); ~ O(p) but Apax ~ O(p~'/?). Hence, when
approaching a vacuum, oscillations that may be physical in terms on the invariant set may become more appreciable.

E. Computation Profiling

To give an estimate of the additional computational expense of this shock capturing approach, the one-dimensional
implementation was profiled in a single thread workload with vectorisation enabled and MKL providing the linear
algebra library. The case used was the Sod shock tube at p = 3 with 2048 DoF with convex limiting and the entropy
residual shock detector. To reduce computational time, after the high and low-order flux divergences are calculated, the
shock detection is performed and used to control the calculation of the sparse graph viscosity and the limiting. If a
shock is not detected, then these components of the calculation are skipped.

Table 4  Sparse graph viscosity with convex limiting, shock sensor, and entropy viscosity. Runtime=4.907s,
CPI=0.398.

Stage Runtime fraction exp/log fraction

High-order divergence  38.1% 18.3%
Low-order divergence 24.4% 20.2%
Entropy viscosity  11.3% 26.8%
Shock senor  1.1% -
Sparse AV 3.0% 9%
Time update/limiter  18.3% 12.6%

The results of the profiling are set out in Tables 4 and[5] Although the implementation is not optimal, it does
give some indication of the benefit of applying the shock sensor. When not using the shock sensor, the runtime is
significantly longer with the majority of the additional computational time occurring in the limiting routine. The AV
calculation fraction also increases, and in both cases, this was due to the large number of exp and 1og operations carried
out. Although these operations are faster and more readily permit vectorisation than the pow operation, there is still a
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Table 5 Sparse graph viscosity with convex limiting and without the shock sensor or entropy viscosity.
Runtime=14.335s, CP1=0.472.

Stage  Runtime fraction exp/log fraction

High-order divergence 10.5% -
Low-order divergence 6.5% -
Sparse AV 16.7% 38.4%
Time update/limiter  65.0% 55.3%

considerable computational overhead associated with the additional exponential and log calls required for the entropy
divergence calculation which is highlighted with the use of the shock sensor and entropy viscosity. Our intention is to
proceed to implement this in multiple dimensions in conjunction with GPU accelerators, and we included this brief
account of profiling data to highlight the importance of shock sensing in conjunction with the other techniques applied
here.

VI. Conclusion

An approach to enable high-order SEM to handle shocks has been presented wherein a low-order invariant
domain preserving scheme is combined with a high-order flux reconstruction scheme via a convex limiting procedure.
Summation-by-parts was utilised as a framework for finding conservative and linearly stable methods in a straightforward
manner, and a non-parametric graph viscosity term was used to augment these schemes to produce a non-linearly stable,
invariant domain preserving scheme. With this formulation of the low-order scheme, the stencil size is greatly reduced
in comparison to the original graph viscosity approach, reducing the computational complexity of the convex limiting
procedure. To further reduce the cost of the convex limiting approach, an entropy viscosity and entropy residual shock
sensor have been applied. Numerical tests on the 1D Euler equations show that this approach achieves significantly
increased accuracy over standard low-order methods while enforcing physical bounds in challenging cases with large
discontinuities and near-vacuum conditions.
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